- @WILEY .
. InterScience®

DISCOVER SOMETHING GREAT

On the Complexity of Rocchio’s Similarity-Based
Relevance Feedback Algorithm

Zhixiang Chen and Bin Fu

Department of Computer Science, University of Texas-Pan American, 1201 W. University Drive, Edinburg,

TX 78541-2999. E-mail: {chen, binfu}@cs.panam.edu

Rocchio’s similarity-based relevance feedback algorithm,
one of the most important query reformation methods in
information retrieval, is essentially an adaptive learning
algorithm from examples in searching for documents rep-
resented by a linear classifier. Despite its popularity in
various applications, there is little rigorous analysis of its
learning complexity in literature. In this article, the au-
thors prove for the first time that the learning complexity
of Rocchio’s algorithm is O(d + d?(log d + log n)) over
the discretized vector space {0,...,n-— 1}", when the
inner product similarity measure is used. The upper
bound on the learning complexity for searching for docu-
ments represented by a monotone linear classifier (g, 0)
over {0,...,n— 1}4 can be improved to, at most, 1 + 2k
(n—1) (log d+log(n— 1)), where k is the number of
nonzero components in g. Several lower bounds on the
learning complexity are also obtained for Rocchio’s algo-
rithm. For example, the authors prove that Rocchio’s al-
gorithm has a lower bound Q((9)log n) on its learning
complexity over the Boolean vector space {0, 1}°.

Introduction

Information retrieval has a long history of research on rel-
evance feedback (for example, Baeza-Yates & Ribeiro-Neto,
1999; Frake & Baeza-Yates, 1992; Ide, 1971a, 1971b;
Raghavan & Wong, 1986; Rocchio, 1971; Salton, 1989; van
Vijsbergen, 1979), and becomes a necessary part of our daily
life due to the popularity of the Web. It is regarded as the
most popular query reformation strategy (Baeza-Yates &
Ribeiro-Neto, 1999; Salton, 89). The central idea of rele-
vance feedback is to improve search performance for a par-
ticular query by modifying the query systematically, based
on the user’s judgments of the relevance or irrelevance of
some of the documents retrieved. In the vector space model
(Salton, 1989; Salton, Wong, & Yang, 1975), both docu-
ments and queries are represented as vectors in a discretized
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vector space. In this case, relevance feedback is essentially
an adaptive learning algorithm from examples (Chen & Zhu,
2002): A query vector and a similarity measure are used to
classify documents as relevant and irrelevant; the user’s
judgments of the relevance or irrelevance of some the classi-
fied documents are used as examples for updating the query
vector as a linear combination of the initial query vector and
the examples judged by the user.

In his popular textbook, van Vijsbergen (1979) describes
the relevance feedback as a fixed error correction proce-
dure and relates it to the linear classification problem. When
the inner product similarity is used, relevance feedback is just
a “perceptron-like” learning algorithm (Lewis, 1991). There
is an optimal way for updating the query vector if the sets of
relevant and irrelevant documents are known (Rocchio,
1971). Practically, it is impossible to derive the optimal query
vector because the full sets of the relevant and irrelevant doc-
uments are not available. Wong, Yao, and Bollmann (1988)
studied the linear structure of user preference in information
retrieval. They designed a very good gradient descent proce-
dure to compute the coefficients of a linear function and ana-
lyzed its performance. To update the query vector adaptively,
their gradient descent procedure must know the user prefer-
ence, which is, in practice, the unknown target to be learned
by an information retrieval system. Chen (2001, 2004), de-
vised multiplicative adaptive algorithms for user-preference
retrieval with provable, efficient performance.

There are many different variants of relevance feedback in
information retrieval. However, in this article we only study
Rocchio’s similarity-based relevance feedback algorithm
(Rocchio, 1971; Salton, 1989). Despite its popularity in vari-
ous applications, there is little rigorous formal analysis of its
complexity as a learning algorithm in literature. As a first step
towards formal analysis of Rocchio’s similarity-based rele-
vance feedback algorithm, the work in (Chen & Zhu, 2002)
establishes a linear lower bound on the learning complexity
for the algorithm in searching for documents represented by
a monotone linear classifier (which is equivalently a disjunc-
tion of k relevant features) x; V x; V.-V x; over the
Boolean vector space {0, 1}, when any of the four typical
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similarity measures (inner product, dice coefficient, cosine
coefficient, and Jaccard coefficient) listed in Salton (1989)
is used. The linear lower bound obtained in (Chen & Zhu,
2002) is independent of the query updating factors and
the classification threshold that are used by the algorithm. A
number of challenging problems regarding further analysis
of the algorithm remain open (Chen & Zhu, 2002). In prac-
tice, a fixed query-updating factor and a fixed classification
threshold are often used in Rocchio’s similarity-based rele-
vance feedback algorithm (Baeza-Yates & Ribeiro-Neto, 1999;
Salton, 1989).

Using a fixed query-updating factor has many merits,
such as simplicity and efficiency. As another example, the
popular Winnow algorithm (Littlestone, 1988) uses a fixed
updating factor. When this is the case, the work in Chen and
Fu (2005) strengthens the linear lower bound in (Chen & Zhu,
2002) to a quadratic lower bound for Rocchio’s algorithm in
searching for documents represented by x; V x; V.-V x;
over the Boolean vector space {0, 1}9.

In this article, we prove for the first time that the learn-
ing complexity of Rocchio’s algorithm is O(d + d*(log d +
log n)) over the discretized vector space {0,...,n — 1},
when the inner product similarity measure is used. The
upper bound on the learning complexity for searching for
documents represented by a monotone linear classifier (¢, 0)
over {0,...,n — 1}* can be improved to at most 1 + 2k
(n — I)(log d + log(n — 1)), where k is the number of
nonzero components in g. An Q((‘zi)log n) lower bound on
the learning complexity is obtained for Rocchio’s algorithm
over the vector space {0, ..., n — 1}%. In practice, Rocchio’s
algorithm often uses fixed query updating factors. When this
is the case, the above lower bound is strengthened to 20d)
over the Boolean vector space {0, 1}% In general, if the
query updating factors are bounded by O(n°), for some con-
stant ¢ = 0, an Q(n?"'"%/(n — 1)) lower bound is obtained
over {0, ..., n — 1}%. The rest of the article is organized as
follows. In the next section, we give a formal presentation of
Rocchio’s similarity-based relevance feedback algorithm. In
the third section, we prove a general upper bound on the
learning complexity for Rocchio’s algorithm. Then, we show
that the general upper bound obtained in the third section
can be improved for Rocchio’s algorithm in the case of search-
ing for documents represented by a monotone linear classi-
fier over {0,...,n — 1}¥. We go on to prove several lower
bounds on the learning complexity of Rocchio’s algorithm.
‘We present our conclusions in the final section.

Rocchio’s Similarity-Based Relevance
Feedback Algorithm

Let R be the set of all real values, and R™ be the set of all
nonnegative real values. Let d and n be two integers with
d=1 and n = 2. In the Boolean vector space model in in-
formation retrieval (Salton, 1989; Salton, Wong, & Yang,
1975), a collection of d features (or terms) 7y, T, ..., T, are
used to represent documents and queries. Each document
x is represented as a vector v, = (x;, X,, ..., x,) such that for

any i, | =i = d, the ith component of v _ is one if the ith fea-
ture 7T; appears in x or zero otherwise. Each query ¢ is repre-
sented by a vector v, = (¢, g2, --- » q,) such that for any
i, 1 =i = d, the ith component of ﬁq is a real value used to
determine the relevance (or weight) of the ith feature 7;.
Because of the unique vector representations of documents
and queries, for convenience we simply use x and ¢ to stand
for their vector representations vy and V,, respectively. If
term frequencies are used to index a document x, then X is a

vector in the discretized vector space {0, ..., n — 1}. Note
that fractional term frequency/inverse document frequency
vectors can converted into vectors in {0, ..., n — 1}

A similarity measure, called similarity for short, in gen-
eral is a function m from R? X R? to R*. A similarity m is
used to determine the relevance closeness of documents
to the search query and to rank the documents according to
such closeness. In the Boolean vector space model of infor-
mation retrieval (Baeza-Yates & Ribeiro-Neto, 1999; Salton,
1989; Salton, Wong, & Yang, 1975), to retrieve relevant doc-
uments for a given query vector ¢ with respect to a similar-
ity m, the system searches for all the documents x, classifies
those with similarity values m(qg, x) higher than an explicit
or implicit threshold as relevant, and returns to the user a
short list of relevant documents with highest similarity val-
ues. This information retrieval process is, in fact, determined
by a classifier, which is composed of a query vector ¢, a
similarity m, and a real-valued threshold ¢p. Among a variety
of similarity measures, vector inner product similarity is
commonly used (Baeza- Yates & Ribeiro-Neto, 1999; Salton,
1989; Salton, Wong, & Yang, 1975). To simplify presen-
tation, we will focus on vector inner product similarity,
q-X=qx + qx, + -+ q,x,; throughout this article.

Unfortunately, in the real world of information retrieval
applications, usually an ideal query vector cannot be gener-
ated due to many factors, such as the limited knowledge of the
users about the whole document collection. A typical exam-
ple is the real-world problem of Web search. In such a case,
the user may use a few keywords to express what documents
are wanted. However, it is nontrivial for the user and a Web
search engine to define precisely the collection of documents
wanted as a query vector composed of a set of keywords. The
alternative solution to the query formation problem is, as
stated in Salton (1989), to conduct searches iteratively, first
operating with a tentative query formation (i.e., an initial
query vector), and then improving formations for subsequent
searches based on evaluations of the previously retrieved
materials. This type of method for automatically generating
improved query formation is called relevance feedback,
and one particular and well-known example is Rocchio’s
similarity-based relevance feedback (Rocchio, 1971; Ide,
1971b; Salton, 1989).

Rocchio’s similarity-based relevance feedback algorithm
works in a step-by-step adaptive refinement fashion as fol-
lows. Starting at an initial query vector ¢,, the algorithm
searches for all the documents x such that X is very close to ¢,
according to the similarity ¢, - X, ranks them by the similarity,
and finally presents a short list of the top-ranked documents to
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the user. The user examines the returned list of documents and
judges some of the documents as relevant or irrelevant. At
step t = 1, assume that the list of documents the user judged is
X\, X3, - » X,_,. Then, the algorithm updates its query vector
as g, = atuzll + E};llatjjgj, where the coefficients @ ER

forj=20,1,..., ¢t — 1. The algorithm then uses the updated
query vector ¢, to search for relevant documents, ranks the
documents according to their similarity to ¢,, and presents
the top-ranked documents to the user. In practice, a thresh-
old ¢ is explicitly (or implicitly) used to select the highly
ranked documents. Practically, the coefficients @, may

be fixed as 1, —1, or 0.5 (Baeza-Yates & Ribeiro-Neto,
1999; Salton, 1989).

The similarity-based relevance feedback algorithm is
essentially an adaptive learning algorithm from examples
(Chen & Fu, 2005; Chen & Zhu, 2002; Lewis, 1991; Salton &
Buckley, 1990; van Vijsbergen, 1979). The goal of the algo-
rithm is to learn some unknown classifier to classify docu-
ments as relevant or irrelevant. The learning is performed by
modifying (or updating) the query vector that serves as the
hypothetical representation of the collection of all relevant
documents. The method for updating the query vector is
similar to the Perceptron algorithm for multivalued features
(Hampson & Volper, 1990; Rosenblatt, 1958), where updating
factors are allowed to be 1 or —1, while arbitrary updat-
ing factors are, in general, permitted for relevance feedback.
We give the necessary formal definitions in the following.

Definition 1: A linear classifier over the d-dimensional
discretized vector space {0,...,n — 1}¥ is a pair (¢, @),
where ¢ € RY is the query/weight vector and ¢ € R is a
classification threshold. The classifier classifies any docu-
ments X € {0, 1,...,n — 1}¢ as relevant if § - ¥ = ¢ or
irrelevant otherwise.

Definition 2: An adaptive learning algorithm A for
learning an unknown target linear classifier (g, ¢) over the
d-dimensional discretized vector space {0, ..., n — 1} from
examples is a game played between the algorithm A and the
user in a step-by-step fashion, where the query/weight
vector ¢ and the threshold ¢ are unknown to the algorithm A.
At any step 1= 1, A gives a linear classifier (¢, ¢,) as a
hypothesis to the target linear classifier to the user, where
g, € R and ¢, € R. If the hypothesis is equivalent to the
target, then the user says “yes” to conclude the learning
process. Otherwise, the user presents a counterexample
%, €{0,...,n — 1}9 such that the target classifier and the
hypothetical classifier differ at X,. In this case, we say that
the algorithm A makes a mistake. At step ¢ + 1, the algo-
rithm A constructs a new hypothetical linear classifier
(441> &,+) to the user based on the received counterexamples
Xy, Xy ..., X, The learning complexity (or the mistake
bound) of the algorithm A is in the worst case the maximum
number of counterexamples that it may receive from the user
to learn a classifier over {0, ..., n — 1}4.

If the readers are familiar with online learning from
equivalence queries, for example, (Littlestone, 1988; Maass &

Turdn, 1994), then an adaptive learning algorithm as defined
above is a proper online learning algorithm for learning
the class of classifiers from equivalence queries over the
d-dimensional Boolean or discretized vector space.

Following Chen and Zhu (2002), we now give the formal
definition of Rocchio’s similarity-based relevance feedback
algorithm.

Definition 3: Rocchio’s similarity-based relevance feed-
back algorithm is an adaptive learning algorithm for learning
any linear classifier (¢, ¢) over the d-dimensional discretized
vector space {0,..., n — 1}¢ from examples, where both
the query vector ¢ and the threshold ¢ are unknown to the
algorithm, but the inner product similarity measure is known.
Let (¢, ¢,) be the initial hypothesis. Assume that at the begin-
ning of step ¢ > 1 the algorithm has received a sequence of
counterexamples X, X,, ... , X,_;, then the algorithm uses the
following modified query vector g, for its next classification:

t—1
4 =g+ X, (1
j=1

where o; ER, for j = 0, 1,...
updating,factors.

Note that our definition above is a generalized version of
Rocchio’s original algorithm. In our definition, arbitrary real
values can be used as query updating factors in computing
the updated query vector; and our definition allows adaptive
learning until the target is obtained. Also note that the percep-
tron algorithm for multivalued features (Hampson & Volper,
1990) allows updating factors to be 1 or —1.

, t — 1, are called query

An Upper Bound for Documents Represented
by a Linear Classifier

In this section, we will prove an upper bound on the
learning complexity of Rocchio’s similarity-based algo-
rithm in searching for documents represented by a linear
classifier over the discretized vector space {0, ..., n — 1}<.
We first prove Lemma 1 using linear independence to allow
Rocchio’s algorithm to simulate any adaptive learning algo-
rithm for learning linear classifiers. Utilizing linear inde-
pendence to derive upper bounds on learning complexity
can be found, for example, in Bshouty, Chen, Decatur, and
Homer (1995), Chen and Homer (1997), Kivinen, Warmuth,
and Auer (1997).

Lemma 1: Let A be any given adaptive learning algorithm
for learning linear classifiers over the d-dimensional dis-
cretized vector space {0,..., n — 1}, Assume that A issues
linear classifiers as its hypotheses. Let I[(A) and #(A) denote,
respectively, the learning complexity and the time complexity
of the algorithm A. Then, the learning complexity of Rocchio’s
similarity-based relevance feedback in searching for docu-
ments represented by a linear classifier over {0, ..., n — 1}¢
is at most d + I(A), and its time complexity is O(d* log? n
d + I(A)) + tA)).
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Proof: By Definition 2, the algorithm A works in a step-
by-step fashion. At step t = 1, A computes a hypothesis lin-
ear classifier (¢,, ¢,). We design the following procedure to
allow Rocchio’s algorithm to simulate the algorithm A:

Simulation Procedure:

Fort =1, do

Call A to generate the hypothesis (¢;, ¢,).

Set g;* = 0 and let Rocchio’s algorithm present
the hypothesis (¢.*, ¢,) to the user.

If the user answers yes, then stop. Otherwise, a
counterexample X, is received as relevance
feedback judged by the user.

Fort> 1, do

If x,_, is also a counterexample to A’s current
hypothesis linear classifier (¢,_;, ¢,_,), then
call A to generate a new hypothesis (g,, ¢,)
using Xy, Xp, <.y X;_1-

If X,_, is not a counterexample to A’s current
hypothesis linear classifier (¢,_;, ¢,_,), then
simply let ¢, = ¢,_, and ¢; = ;1.

Compute g* as the projection of ¢, onto the linear
space defined by x,, X5, ..., X,_;-

Let Rocchio’s algorithm present the new hypoth-
esis (g%, ¢,) to the user.

If the user answers yes, then stop. Otherwise a
counterexample X, is received as relevance
feedback, then repeat the process for 7> 1.

We note that Rocchio’s algorithm in the above simulation
procedure uses a zero initial query vector. For any ¢ > 1, the
algorithm uses a query vector g = Si_ a.x, for some a; € R,
because ¢* is the projection of g, onto the linear space
defined by X, X,, ..., X,_;. This means that the query vector is
updated following Expression (1). Also, since ¢* is the pro-
jection of g, onto the linear space defined by X, X,, ..., X,_;,
we have ¢, = ¢* + 7, for some vector 7, such that 7, - X, = 0
fori=1,...,¢t— 1.

For any 7 > 1,if X, is linearly dependent on X, X, ...
ie, X, = EE:B,-%,- for some B; € R, then we have

—

) x[—b

t—1
q,- X = (Z]t* + ?t) : EBi)?i
=1

l

—1 -1
=g EIBR?, +26i?t'£i
i=1 i=1

=1
_ - I,
=q/ 'EB;‘xi =g - X
i=1

Hence, the algorithm A has the same classification on X,
as Rocchio’s algorithm does. In other words, if both the
algorithm A and Rocchio’s algorithm have different classifi-
cations on X, then X, must be linearly independent of
X, Xy, ..., X,_;. Note that X, is a counterexample for the
hypothesis linear classifier (¢*, ¢,) of Rocchio’s algorithm.
The above analysis implies that if X, is not a counterexample
for the hypothesis linear classifier (¢, ¢,) of the algorithm A,

then X, must be linearly independent of X, X,, ..., X, ;.

Because there are at most d many linearly independent
vectors over the vector space {0,..., n — 1} this can only
happen at most d times. This follows that the learning com-
plexity of Rocchio’s algorithm is at most d + [(A). For each
t> 1, the projection g* can be computed using standard
matrix operations in O(d’log” n) time, and the above simula-
tion procedure runs at most d + /(A) iterations. Therefore,
the time complexity of Rocchio’s algorithm is O(d*log? n
d + l(A)) + 1A)).

Maass and Turdn (1994) studied online learning of linear
classifiers (or half spaces) with equivalence queries. Our
adaptive learning model in Definition 2 is the same as their
online learning model with equivalence queries. We restate
their Theorem 3.3 (p. 393), which was proved using linear
programming technique, with our term of adaptive learning
from examples in the following:

Theorem 1 (Maass & Turan, 1994): There is an adaptive
learning algorithm for learning linear classifiers from exam-
ples over the space {0,...,n — 1} with an O(d*(log d +
log n)) upper bound on its learning complexity. Moreover,
the time complexity of the algorithm is polynomial in d
and log n.

With the help of Theorem 1 of Maass and Turan (1994)
and Lemma 1, we are ready to give a general upper bound on
the learning complexity for Rocchio’s algorithm.

Theorem 2: The learning complexity of Rocchio’s simi-
larity-based relevance feedback algorithm in searching
for documents represented by a linear classifier over the
d-dimensional discretized vector space {0,..., n — 1}¢ is
O(d + d*(log d + log n)). Moreover, the time complexity of
achieving this upper bound is polynomial in d and log n.

Proof: Let A be the adaptive learning algorithm given by
Theorem 1 for learning linear classifiers over the space
{0,...,n — 1} from examples. The algorithm A uses linear
classifiers as hypotheses. We use the procedure given in the
proof of Lemma 1 to allow Rocchio’s algorithm to simulate
this algorithm A. Then, by Lemma 1 and Theorem 1, the learn-
ing complexity of Rocchio’s algorithm is O(d + d°(log d +
log n)), and the time complexity is polynomial in d and log n.

Upper Bounds for Documents Represented
by a Monotone Linear Classifier

In this section, we consider the learning complexity of
Rocchio’s similarity-based relevance feedback algorithm in
searching for documents represented by a monotone linear
classifier (g, 0) over the discretized vector space {0,...,
n— 1}, where ¢ = (¢, G .- qy),q; = 0,1 =i =d. For
a monotone linear classifier (¢, 0), any ¥ € {0, ..., n — 1}¢
is classified as relevant if

g-X=qx, + qx,+ + qx,>0, 2)

or is classified as irrelevant otherwise. The efficient learn-
ability of monotone linear classifiers has been extensively
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studied in machine learning (for example, Littlestone, 1988).
Monotone linear classifiers are straightforward extensions of
monotone disjunctions of relevant features (or attributes).
Although very simple in format, monotone disjunctions are
very common ways of expressing search queries, especially
in the case of Web search. All existing popular search en-
gines support OR combinations (or monotone disjunctions)
of keywords as search query formations.

Theorem 3: The learning complexity of Rocchio’s
similarity-based relevance feedback algorithm in searching
for documents represented by a monotone linear classifier
(¢, 0) over the discretized vector space {0, ..., n — l}d is at
most 1 + 2k(n — 1)(log d + log(n — 1)). Here, k is the num-
ber of nonzero components of g.

‘We postpone the proof to the end of this section, but first
give the following corollary, which resembles the bound of
the well-known algorithm Winnow1 (Littlestone, 1988).

Corollary 1: The learning complexity of Rocchio’s
similarity-based relevance feedback algorithm in searching for
documents represented by a monotone linear classifier (g, 0)
over the Boolean vector space {0, 1}¢is at most 1 + 2k log d.
Here, k is the number of nonzero components of g.

We now extend the multiplicative query updating tech-
nique developed by Littlestone (1988) for learning monot-
one linear classifiers over the Boolean vector space {0, 1}¢
to the discretized vector space {0,..., n — 1} to search
for documents represented by a monotone linear classifier
(¢, 0) satisfying expression (2). It is easy to see that addi-
tive query updating yields some mild improvement on the
hypothetical query vector towards the target linear classi-
fier, whereas multiplicative query updating can yield dra-
matic improvements so that the hypothetical query vector
can be moved towards the target in a much faster pace. The
idea is that when a document x is judged by the user as rel-
evance feedback, for the ith component x; of x correspond-
ing the ith index term, the value of the ith component of the
hypothetical query vector should be boosted by a multi-
plicative factor and x; as well. We present the multiplica-
tive adaptive learning algorithm, denoted as MAL, in the
following:

Algorithm MAL:
(i) Inputs:
g, = 1= (1, 1,..., 1), the initial query vector.

a: the query updating factor.
¢ = 0, the classification threshold.
(ii) Setr=1.
(iii) Classify and rank documents with the linear classifier (¢,, ¢).
(iv) While (the user judged the relevance of a document x) do {
Fori=1,...,d,do {

G, = (g s Qa)s X = (o, xg). %/
If (x; # 0) {
If (X is relevant) /* promotion step */
Set g = Ay =14,

Else /* demotion step */
Set gi;+1 =0
} Else

Set gir+1 = Gix

}

}
(v) If no documents were judged in the rth step, then stop.
Otherwise, let t = ¢ + 1 and go to step (iv).

We observe that algorithm MAL differs from algorithm
Winnow1 (Littlestone, 1988) at the promotion step as follows:
MAL uses anxf’lqm to update ¢;,+;, whereas algorithm
Winnowl1 uses « ¢;,. We now analyze the performance of
algorithm MAL when it is used to search for documents rep-
resented by a monotone linear classifier (g, 0) satisfying
Expression (2).

Lemma 2: Let u denote the total number of promotions
that algorithm MAL needs to search for documents repre-

sented by a monotone linear classifier (¢, 0). If « >n — 1,

log ¢ .
——— Here, k is the number of nonzero

IOg n—1
components g; > 0.

then, u =k

Proof: Without loss of generality, we may further assume
that the k nonzero components of g are qi, ¢, ..., g and all
the other components are zero. When a promotion occurs at
step t, a relevant document X is given to the algorithm as a
counterexample to its current classification. That is, there
must be some i with 1 = i = k such that x; = 1. This means
that the ith component ¢; , of the query vector ¢, will be pro-
moted to

X; - a
n— 100~

dig+1 — & i

because 1 = x; = n — 1. By Expression (2), g;, will never be
demoted. Because ¢;; = 1, this follows that g;, can be pro-
moted at most

log ¢

log

3

n—1

times. Because each promotion yields a promotion for at
least one g;, for 1 =i = k, the total number of promotions u
is at most k times the value given in Expression (3).

Lemma 3: Let 7 denote the learning complexity of the
algorithm MAL in searching for documents represented a
monotone linear classifier (g, 0) over the discretized vector
space {0,...,n — l}d. Let k denote the number of nonzero
components of g. Suppose a > n — 1. Then,

din — 1 lo
r= 0D g 10 4)
¢ log
n—1

Proof: Without loss of generality, we may assume again
that the k nonzero components of g are g1 g, ..., gx and all
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the other components are zero. We estimate the sum of
Efl:, q;, Let u and v be the number of promotion steps and
the number of demotion steps that occurred during the learn-
ing process, respectively. For a promotion at step ¢ with re-
spect to a relevant document x judged by the user, for

i=1,...,d,since 0 =x;=n — 1, we have
9is = 4 1 ifx; =0,
9ir+1 = X,
a qlt_qll lf'xlsto
n—1 1
Thus,
Xi
Gisr1 = Gy T (@ — 1) — 1 Yir
n—1
Because a promotion occurs only when
d
Q5= Sam <o
we have
d d d
a—1
E iv1 = E‘L‘,: + E%‘,rxi
=1 i=1 n— 15
d
a — 1
= q/‘,r 1¢ (5)
=1

For a demotion at step ¢ with respect to an irrelevant docu-
ment X judged by the user, for i = 1,..., d, since again 0 =
x;=n — 1, we have

Xi

Qir = 4ix — lqz',n ifx; =0,
Qi,r+l = X
0=9g, 9, =49, lqi,t? ifx; # 0.
Thus, we have
Xi
Qisv1 = iy — — ig-
n—1

Because a demotion occurs only when

TR

2
we have
d d 1 4
2 i1 = E 1 it Xi
i=1 i= i=1
d
1
= E o.
E -1 ©)
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Note that the initial query vector ¢, = 1= (1, 1,...,1).
By Expressions (5) and (6), after u promotions and v demotions,

(a_l)qﬁu— 1
n—1

d
2 i1 = d+ ov. @)
i=1

n—1

Because at any step the components of the query are never
negative, it follows from Expression (7) that

VSd(n;D—I-(a

It follows from Lemma 2 and Expression (8) that the total
number of promotions and demotions, i.e., the learning com-
plexity 7, is bounded by

— Du. )

d("dj D4 e

log ¢

log

T=v+u=

n—1
This completes our proof.

Proof of Theorem 3: It follows directly from the above
Lemma 3 and Lemma 1 in the previous section with the
choices of = d(n — 1) and a = 2(n — 1).

Lower Bounds

Maass and Turdn (1994) have derived the following
lower bound on the number of different linear classifiers
over the discretized vector space {0,...,n — 1 }d:

Proposition 1 (Maass & Turdn, 1994): The number of
different linear classifiers over the discretized vector space
{0,...,n — 1}9is at least n®(n — 1) Based on the above
lower bound on the number of linear classifiers and the bi-
nary decision tree technique devised by Littlestone (1988),
they obtained an Q((‘z")log n) lower bound for any adaptive
(online) learning algorithm for learning linear classifier over
{0,...,n—1 }d. This implies the following corollary.

Corollary 2: The learning complexity of Rocchio’s algo-
rithm in searching for documents represented by a linear
classifier over the discretized vector space {0,...,n — 1}%is
at least Q((;’)logn). In particular, in the Boolean vector
space {0, 1}% the lower bound is Q(d?).

Remark 1: The above lower bound does not apply to the
case of searching for documents represented by a monotone
linear classifier over the discretized vector space {0, ...,
n — 1} because there are fewer monotone linear classifiers
over {0, ..., n — 1}9 than general linear classifiers, so that
the Q( (‘zl)logn) lower bound on the number of linear classi-
fiers in general does not hold for monotone linear classifiers.
In particular, there are at most (ﬁ) monotone disjunctions
X; V --- V x; over the Boolean vector space {0, 1 }4. We can
only derive an ((k log d) lower bound for searching for doc-
uments represented by a monotone disjunction of k Boolean
relevant features. When k is a constant, this lower bound
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becomes )(log d). In Chen and Zhu (2002), an (d) lower
bound is obtained for monotone disjunctions of k relevant
features over the Boolean vector space {0, 1}<.

We give an example to compare Corollary 2 with the lin-
ear lower bound obtained in (Chen & Zhu, 2002). To sim-
plify presentation, we assume that the constants in these
lower bounds are 1. We consider a typical Web searching
scenario with d = 300, k = 4, n = 20. In this case, it follows
from Proposition 1 that there are at least 20'30%2% x 19300
many different linear classifiers over the discretized vector
space {0, ..., 19}3% By Corollary 1, Rocchio’s algorithm
needs to have at least 193,839 many examples or documents
judged by the user as relevance feedback to learn, in the
worst case, a set of documents represented by a linear clas-
sifier over {0, ..., 19}3%. Similarly, Rocchio’s algorithm
needs to have at least 44,850 many examples or documents
judged by the user as relevance feedback to learn, in the
worst case, a set of documents represented by a linear classi-
fier over the Boolean vector space {0, 1}3*°. When only mo-
notone disjunction x; V .-V x; of k relevant features or
index terms are considered over the Boolean vector space
{0, 1}3%, there are at most 330,791,175 many different mo-
notone disjunctions, which are far fewer than 20'30%2% x
193%. Following a similar approach to Corollary 1, we have
that Rocchio’s algorithm needs to have at least k log n =
4 log 20 =~ 18 many examples or documents judged by the
user as relevance feedback to learn, in the worst case, a set of
documents represented by a monotone disjunction of k rele-
vant features or index terms over the Boolean vector space
{0, 1139, whereas the linear lower bound obtained in Chen
and Zhu (2002) implies that Rocchio’s algorithm needs to
have at least 300 many examples or documents judged by
the user as relevance feedback to do the same. Obviously, the
linear lower bound in Chen and Zhu is stronger than the
lower obtained here for searching for a set of documents rep-
resented by a monotone disjunction of & relevant features or
index terms over the Boolean vector space. However, the work
in Chen and Zhu cannot be generalized to the discretized
vector space, or to general linear classifiers.

In practice, a fixed query updating factor « is used for
Rocchio’s algorithm. At any step t = 1, for | =i =d, the
i-component of the query vector ¢, , is updated with respect
to the counterexample X, = (x,, ..., X ,) as follows: g;;+ =
qi: + a x;, if X, is relevance, otherwise ¢;,+1 = ¢iy — « X
In general, the classification threshold can be reviewed as an
additional variable, it can be updated as ¢+ = ¢, + « if
X, is relevance, otherwise ¢,+; = ¢, — . Following the
approach for deriving a lower bound for k-bound learning
algorithm in Maass and Turan (1994), we have the following
theorem.

Theorem 4. If a fixed query updating factor is used, then
the learning complexity of Rocchio’s similarity-based relevance
feedback algorithm in searching for documents represented
by a linear classifier over the Boolean vector space {0, 1}¢is
at least 24,

Proof: Note that at any step r = 1, the counterexample
X, = (x,, ..., x,,) to the query vector ¢, is a Boolean vector in
{0,1 }d. As analyzed above, for 1 =i = d, the ith component
gis+1 of the query vector ¢,,, can be updated as either
qin OF gi; + @, or g;, — «, depending on whether X, is rele-
vant or not and whether x; is zero or one. By iteration from
Expression (1), g+ is obtained from ¢; ; with  many oper-
ations, each of which is one of three types of +0, +«, and
—a. The order of these operations do not affect the value of
qis+1- The value of g+ is determined by the number of
each type of operations involved. Thus, there are at most 13
many possible values for g;,+. This means that there are at
most 24 many possible choices for ¢, . Similarly, ¢+, can
be updated as either ¢, + « or ¢, — «, implying that there
are at most #> many possible values for ¢, . Therefore, at
step t, Rocchio’s algorithm with a fixed query updating fac-
tor can generate at most 2“*1) many possible hypotheses.
By Proposition 1, to search for sets of documents repre-
sented by any linear classifier over the Boolean vector space
{0, 1}¢, we must have

£+ = ¢

Hence, 1 = 24D,

Remark 2: As commented in Remark 1, the lower bound
in Theorem 4 does not apply to the case of searching for
documents represented by a monotone linear classifier over
discretized vector space {0,..., n — l}d, because there are
fewer monotone linear classifiers over {0, ..., n — l}d than
general linear classifiers, so that the Q((¢)log n) lower
bound on the number of linear classifiers in general does not
hold for monotone linear classifiers. In Chen and Fu (2005),
an Q(k(n — k)) lower bound is obtained for Rocchio’s algo-
rithm in searching for documents represented by monotone
disjunctions of k relevant features over {0, 1}

We compare Theorem 4 with the lower bounds obtained
in Chen and Zhu (2002) and Chen and Fu (2005) in detail in
the following. To simplify presentation, we assume that the
constants in these lower bounds are 1. We consider a typical
Web-searching scenario with d = 300, k = 4, n = 20. We
also consider that a fixed query updating factor is used by
Rocchio’s algorithm. It follows from Theorem 4 that Rocchio’s
algorithm needs to have at least 23*° many examples or doc-
uments judged by the user as relevance feedback to learn, in
the worst case, a set of documents represented by a linear
classifier over the Boolean vector space {0, 1}3%. However,
this result does not apply to the case of searching for docu-
ments represented by monotone disjunctions x; V -+ V x;
of k relevant features or index terms over the Boolean vector
space {0, 1}3%. As discussed before, the lower bounds, as
obtained by Chen and Zhu and Chen and Fu, apply to the case
of monotone disjunctions of k relevant features or index terms.
In particular, the linear lower bound obtained by Chen and
Zhu implies that Rocchio’s algorithm needs to have at least
300 examples or documents judged by the user as relevance
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feedback in searching for a set of documents represented by
a monotone disjunction x; V --- V x; of k relevant features
or index terms over the Boolean vector space
{0, 1}3%° whereas the lower bound obtained by Chen
and Fu implies that Rocchio’s algorithm needs to have
at least k(n — k) = 4 X 296 = 1,184 examples or docu-
ments judged by the user as relevance feedback to do the
same. Obviously, the lower bound obtained by Chen and Fu
is stronger than the lower bound obtained by Chen and Zhu
in the case of monotone disjunctions of k relevant features
when a fixed query updating factor is used.

Unfortunately, the proof of Theorem 4 cannot be general-
ized to the discretized vector space {0, ..., n — 1}% In this
case, ¢;+1 is obtained from ¢; ; with k many operations, each
of which is one of three types of operations +0, +« x;,, and
—ax;,. Because x;, in general may not be 1 or 0, the value of
qis+1 1s determined by not only the number of each type of
operations involved, but also the order of these operations.
However, we have the following lower bound.

Theorem 5: Suppose that the query updating factors used
by Rocchio’s similarity-based algorithm are bounded by O(n°)
from some constant ¢ = 0 during its process of searching for
documents represented by a linear classifier over the dis-
cretized vector space {0, ...,n — 1 }d. Then, the learning com-
plexity of Rocchio’s algorithm is at least Q=" — 1)).

Proof: It is proved in Hampson and Volper (1990) that there
are linear classifiers (g, 0) over {0,..., n — l}d such that
gi = 0(n?™") for some i, | =i =d. Ateach step t = 1, by the
given condition of the theorem, Rocchio’s algorithm can up-
date its query vector by a magnitude of at most O(n‘(n — 1)).
Hence, the algorithm needs at least Qm="¢m — 1)) steps to
learn ¢; = ().

Remark 3: The exponential lower bounds obtained in
Theorems 4 and 5 do not contradict the O(d + d*(log d +
log n)) upper bound obtained in Theorem 2 and the
1 + 2k(n — 1)(log d + log(n — 1)) upper bound obtained
in Theorem 3. In Theorems 4 and 5, the query updating fac-
tors are either fixed or bounded by O(n°); there are no such
requirements in Theorems 2 and 3. In reality, when comput-
ing the projection of a query vector onto a linear subspace
spanned by a list of counterexamples in the proof of Lemma
1, exponential query updating factors may occur. The multi-
plicative query updating technique used to prove Theorem 3
aims at boosting the related components of the query vector
at a fast, possibly exponential, pace.

Concluding Remarks

It would be very interesting to analyze the average-case
learning complexity of Rocchio’s algorithm. We feel that
this problem is very challenging because any nontrivial av-
erage case analysis will reply on realistic models of document
distribution, index term distribution, and the user prefer-
ence distribution as well. We feel that it is not easy to model
those distributions, or to analyze the complexity under those

distributions. The probabilistic corpus model proposed in
Papadimitriou, Raghavan, and Tamaki (2000) may shed some
light on this problem.
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