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Abstract—Being capable of enhancing the flexibility and ob-
serving ability of synthetic aperture radar (SAR), squint mode is
one of the most essential operating modes in SAR applications.
However, processing of highly squinted SAR data is usually a chal-
lenging task attributed to the spatial-variant range cell migration
over a long aperture. The Omega-k algorithm is generally accepted
as an ideal solution to this problem. In this paper, we focus on using
the wavenumber-domain approach for highly squinted unmanned
aerial vehicle (UAV) SAR imagery. A squinted phase gradient
autofocus (SPGA) algorithm is proposed to overcome the severe
motion errors, including phase and nonsystematic errors. Herein,
the inconsistence of phase error and range error in the squinted
wavenumber-domain imaging is first presented, which reveals
that even the motion error introduces very small phase error, it
causes considerable range error due to the Stolt mapping. Based
on this, two schemes of SPGA-based motion compensation are
developed according to the severity of motion error. By adapting
the advantages of weighted phase gradient autofocus and quality
phase gradient autofocus, the robustness of SPGA is ensured. Real
measured data sets are used to validate the proposed approach for
highly squinted UAV-SAR imagery.

Index Terms—High squinted SAR, motion compensation
(MoCo), squinted phase gradient autofocus (SPGA), synthetic
aperture radar (SAR), unmanned aerial vehicle (UAV).

1. INTRODUCTION

NMANNED aerial vehicle (UAV) synthetic aperture
U radar (SAR) is a preferable remote sensing system for
achieving high-resolution microwave images of the interesting
scene. And by pointing at an angle from broadside, squint mode
is potential to increase the flexibility of UAV-SAR. In squinted
UAV-SAR applications, the interesting wide area could be
observed within a single pass of the UAV, which dramatically
relaxes the trajectory design. However, in squinted UAV-SAR
processing, two significant factors should be accounted care-
fully. The first factor in highly squinted UAV-SAR processing is
the correction of range cell migration (RCM). In squint mode,
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the spatial-variant RCM becomes much more serious than
broadside mode. Conventional squinted image formations are
generally limited by approximations, such as range-Doppler al-
gorithm (RDA) and polar format algorithm (PFA) [1], resulting
in serious image degradations as blurring and resolution loss.
The problem stems from higher order range-azimuth coupling
effect in the phase of the squinted SAR transfer function. This
coupling effect is usually resolved or reduced by introducing
the processing of secondary range compression (SRC) in chirp
scaling algorithm (CSA) and its extensions [1]-[4]. However,
involving some approximations, CSAs are also limited by
squint angle and wavelength. The Omega-k algorithm [5], [6] is
commonly accepted as an ideal approach to the highly squinted
SAR imagery, because Omega-k algorithm involves no approx-
imation in RCM correction. And in terms of efficiency and
flexibility improvement, some modifications of Omega-k algo-
rithm have been proposed [5]-[10]. However, a well-known
shortcoming of Omega-k algorithm is its inconsistence with
motion compensation (MoCo) procedure [8], [9], which may
limit its applications in UAV-SAR imagery. The second factor
in highly squinted UAV-SAR processing lies in the presence
of strong motion error. Due to small size and weight, UAV is
very sensitive to atmospheric turbulence, resulting in serious
trajectory deviations, and angular deviations, including roll,
pitch, yaw angles errors. The angular deviations induce not only
the antenna illumination roll-off effects [11] but also possible
focusing degradation. In real situations, the angular deviations
are corrected by using antenna stabilization [12] and Doppler
centroid correction [13]-[15]. The trajectory deviations are
usually corrected by precise motion compensation (MoCo) by
using measurements from a high-accuracy inertial navigation
system/inertial measurement unit (INS/IMU). However, these
measurements would be unavailable, since miniaturization of
UAV-SAR system is a very essential objective. As a result, for
the UAV-SAR imagery, MoCo strategies based on autofocus
approaches are advisable. And some novel autofocus schemes
have been proposed based on broadside SAR geometry [16],
[17].

In this paper, we propose an autofocus approach mar-
rying with a squinted Omega-k algorithm for highly squinted
UAV-SAR imagery. By adapting the idea of extend Omega-k
(EOK) algorithm [8], [9], a modified Stolt mapping (SM) is
applied in the squinted Omega-k algorithm, which removes
the coupling terms between range and azimuth wavenum-
bers, namely, the RCM, but preserves the azimuth phase terms.
Then, autofocus processing is combined into the in the Omega-k
image formation. The effect of the modified SM on the motion
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Fig. 1. Geometry of squinted SAR.

error is analyzed in detail by using the principle of stationary
phase (POSP) and we can note that the modified SM would
amplified the range error dramatically, while it preserves the
phase error. Based on this, a squinted phase gradient autofocus
(SPGA) algorithm is developed to estimate the motion error for
highly squinted UAV-SAR. In SPGA, azimuth deramping is
applied firstly to convert the signal into spotlight representation.
And the azimuth-dependent quadratic phase due to high squint
angle is accounted in the phase gradient estimate for each target
sample. By SPGA, the motion error can be retrieved from the
phase error and the amplified range error can be also retrieved.
Then, MoCo is performed in an iterative manner. The MoCo
strategy is not only able to cope with squinted UAV-SAR
data in spotlight mode, but also stripmap mode with some
modifications.

The paper is organized as follows: Section II gives the signal
and geometry model of the highly squinted UAV-SAR and the
squinted Omega-k algorithm is introduced. Section III presents
a clear description of the SPGA and its detailed implementa-
tion in both highly squinted spotlight and stripmap modes. In
Section IV, we present the experimental results with real data
sets and some conclusions in the last section.

II. WAVENUMUBER-DOMAIN SQUINT SAR IMAGING
ALGORITHMS

A. Squinted Point Target Reference Spectrum

In this section, we focus on establishment of a wavenumber-
domain imaging approach for highly squinted SAR. The
squinted SAR geometry is shown in Fig. 1 referring to the con-
ical processing geometry [17]. Considering ideal case without
motion error (the motion error case will be discussed in the
following content), a SAR sensor travels along a straight-line
flight path during a synthetic aperture length L. And the
velocity of platform is constant. The ideal linear trajectory
is defined as X-axis corresponding to the azimuth direction.
During the data acquisition, the radar beam directs at an offset
angle (squint angle) p. Symbol o denotes the scene center and
the range from o to radar at ¢ is . Symbol P denotes a target
at the line through scene center and parallel with the trajectory.
The distance between P and o is given by . The instantaneous
range from P to radar in the conical coordinate system is

R(X):\/(7"cos<p)2—l—(X—;z:—:ztg)2

Lox< L )
2 2

and xo =rsin,
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During the data acquisition, the transmitted pulsed chirp signal

is
— t T 72 OéT2 2
s¢ (1) = rec T -exp |j2m | fer + 5 2

where « is the chirp rate, T}, is the pulse duration width; 7 de-
notes range fast-time. After downconversion to the base-band,
the received signal from P is given by

T — At ‘ X—xz9g—=x
.I‘ ————
T, o L

2
X exp lj27r (—cht + WN A3)

where At = 2R (X)/c corresponds to the round-way time
delay from radar to P and ¢,, corresponds to the complex-valued
scattering amplitude of the target. Applying Fourier transform
(FT) with respect to 7, the signal is transferred into the range
wavenumber domain. Omitting the constants introduced, it
yields

s(m,X) =ep - rect (

S(K,, X)
= /S(T,X) exp (—jAK,T)dr

B ; AK, ¢ X —x20—x
=g, - T€C Iral, rec T

[,(K,, _ KTC)%?]
X exp |j——r"

167

X exp [—jKT . \/(rcos o) + (X —z— rsinap)ﬂ 4)

where K, represents the range wavenumber K, =
K,. + AK, , range wavenumber center K,. = 4nf./c ,
AK, € [-2maT,/c,2raT),/c]. The first exponential term
in (4) corresponds to the waveform, and range matched
filtering can be obtained by multiplying s,.(K,.,X) by
exp [—j(KT — K,,C)2c2/167ra} , and we have

Syr K, X)

B ; AK, ¢ X —xz0—x
=ep - T€C Iral, rec 7

X exp [—jKr~\/(rcosg0)2 + (X —z— rsinnp)z} .(5)

To obtain the two-dimensional (2D) point target reference spec-
trum (PTRS), we apply FT in azimuth to (5), i.e.,

Svr(K,, K;)
= /SA[F(KT7X) exp(—JKTX)dX

— ect AK, ect w
et draT, 3 L

X exp [—jKr . \/(rcosap)Z—i-(X — 1z —rsin @)2:|
x exp (—jK,X)dX. (6)
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To deduce the analytic expression of PTRS, POSP [19] is ready
to be used. Equating the first derivative of the phase function
with respect to X in (6) to zero gives

(X —x —rsingp)

K.
\/(1"605(,0)2 + (X —z —rsing)’

+K,=0. (7)

Solving the above equation, the stationary point yields
K,
VK? - K?

Then, we substitute X * for X in the phase function of (6). Omit-
ting the constants, the PTRS is given by

X' =- 7COS @ + x + 7sin . (8)

Svr(K,, K;)
=&, -rect M -rect M
P 4ra'T, ’ AK,
xexp{—j [(\/MCOS@ + K, sin @) K, - $]}
)

where AK, denotes the azimuth wavenumber width and K.
is the azimuth wavenumber center (corresponds to the Doppler
center). It should be emphasized that the same PTRS expression
can be also deduced by the equivalent wavelength concept [19].
From the exponential term in (9), the relevant portion of the 2D
wavenumber domain phase is

tsqg (K, K;) = —\/K2—KZcosp-r—K,sinp-r—K,-z.

(10)
It consists of three terms. The last term in (10) is the linear phase
corresponding to the azimuth position of the target. And the
second term is the linear phase caused by squinted data acqui-
sition introducing a relative offset in azimuth. While in the first
term, the range and azimuth wavenumbers are coupled yielding
the RCM. The first term is a function of the target’s slant range
representing the spatial variance of RCM. The PTRS in (10)
corresponds to the pulsed chirp waveforms. However, when we
consider frequency modulated continuous waveforms (FMCW),
the two-dimension wavenumber expression should be different.
For details about the PTRS of FMCW SAR, some novel works
[20]-[22] can be consulted.

B. Omega-k and Extended Omega-k Algorithms

Clearly, the PTRS of non-squinted SAR is a special case of
(9). With substituting ¢ = 0 into (10), we have the phase ex-
pression of non-squinted SAR.

d)nsq(K'r,Kz) = _\/KE_KET—KELE

In the original Omega-k processing in [5], a change of variables
is applied that

(1)

VK2 —-K2—

It is called Stolt mapping, and usually implemented by in-
terpolation. SM removes the range and azimuth wavenumber
coupling in the phase, and thus RCM is corrected ideally.

re + AK,. (12)
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Moreover, high order phase terms corresponding to the azimuth
wavenumber are also eliminated precisely. After SM, 2D
inverse Fourier transform (IFT) is followed to focus the 2D
SAR image. Although the Omega-k algorithm is accepted as
ideal and high-accuracy approach for focusing SAR data, it
is sensitive to motion error. Therefore, Omega-k algorithm is
usually not applied to airborne SAR imagery, where serious
trajectory deviations exist. To overcome the shortness of the
standard Omega-k algorithm in airborne SAR applications,
the novel extended Omega-k has been proposed in [8], [9].
Considering the broadside case, the modified SM in EOK is
given by

VK2 - K2 — /K2 — K2+ AK,. (13)
Then the phase function through the modified SM is rearranged
into

mea (K Ko) = —AKyr— /K2 — K2r—K,-x. (14)

The first exponential term in (14) is a linear term corresponding
to the range position of target. Clearly, the modified SM re-
solves the range and azimuth wavenumber coupling, namely,
corrects the RCM. And the second term depends only on the az-
imuth wavenumber and r, but no longer couples with the range
wavenumber. Together with the last azimuth linear phase, the
second term corresponds to the final azimuth focusing. Since
RCM is eliminated, followed range IFT processing can discrim-
inate targets at different range into different range cells. And az-
imuth IFT is applied to transfer the signal into slow time domain,
where the extension of the target response in slow time corre-
sponds exactly to its extension in the raw data. Therefore, pre-
cise MoCo can be applied at this step, if accurate motion error
information is available. After MoCo in this step, range-depen-
dent matched filtering is used to compensate the second term
in (14) and achieve a well-focused image. In contrast to the
standard Omega-k algorithm, EOK separates the RCM and az-
imuth focusing into two independent steps, and thus precise
MoCo can be performed on the slow-time signal after RCM
correction. Due to the coarse MoCo via navigation measure-
ments before performing EOK, and the residual motion error
usually represents phase error only and the range error is usu-
ally constrained within one range cell. This assumption is gen-
erally valid in broadside SAR, since correction of RCM caused
by motion error is corresponding to range cell in the scale of
meters or decimeters, while the compensation of phase error
is corresponding to the wavelength in the scale of centimeters
or decimeters. In this sense, the coarse MoCo is usually accu-
rate enough to remove the range error and only the phase error
should be accounted in the MoCo after RCM correction. In the
next section, we will see that this assumption is only valid in
the non-squinted case, rather than in the highly squinted SAR
imaging.

Based on the squinted PTRS expression in (9), EOK is easily
extended to the squinted SAR mode, and a modified SM is de-
signed as

VK2 —K2cosp — AK, +

K2, — KZcosp. (15)
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Then, the phase function in (10) becomes

oMM (K, Ky

=—AK,-r— /K2 — K?

xcosp-r—K,-(rsing+x). (16)
Similar to the non-squinted mode, the coupling term between
range and azimuth wavenumbers is resolved, correcting the
RCM effectively. The second term corresponds to the azimuth
focusing term and the last term corresponds to the final azimuth
position of target in the image. Then, by applying range IFT
to obtain range compression and azimuth IFT to transfer the
signal back into the slow-time domain. And time-domain MoCo
should be performed in this stage. At last, azimuth matched
filtering is performed to achieve high resolution image. It
seems that application of the squinted Omega-k for focusing
highly squinted SAR data is straightforward. However, direct
application of the squinted Omega-k to UAV-SAR imagery
encounters inherent difficulties. Due to the lack of precision of
navigation system, significant motion error is rest after MoCo
via the recorded motion measurements. Therefore, data-driven
autofocus approaches are usually necessary to compensate the
residual motion error. This processing is deemed to be con-
sistent with the squinted Omega-k algorithm. In the following
section, an autofocus approach is developed for highly squinted
UAV-SAR based on the motion error analysis.

III. MOTION ERROR ANALYSIS AND SQUINTED PHASE
GRADIENT AUTOFOCUS

A. Effects of the Modified SM on Motion Errors

In this section, we introduce the residual motion error into
the signal model and analyze the effect of the modified SM in
(15) on it. Considering the residual motion error after coarse
compensation by using the INS/IMU measurements, the slant
range expression in (1) is shifted into

R(X) = R(X) + ARcp (X) (17)
where AR, (X) denotes the residual motion error. For gen-
erality, the residual range error is extended into a polynomial
function as

AR&TT(X)262X2+63X3+64X4+"' (18)
where ey, denotes the k-th order coefficient, which is generally
dependent on the range and azimuth position of the target. Note
that, in (18) the first-order term is not accounted. Because the
first-order term in range error induces additional Doppler shift
and range walk, namely, it equivalently causes the squint angle
change. Therefore, the effect can be compensated by Doppler
centriod estimation [14], [15] corresponding to the squint angle
estimation.
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For simplicity, only exponential terms of received signal is
considered in the following deduction. After range matched fil-
tering, the received signal expression in (4) is rewritten as

Sur (K., X)
= exp [—jKT . \/(rcos<p)2 + (X —z —rsing)’
X exXp [_jKr : ARS’I’T (X)] .

19)

Then, azimuth FT is applied to achieve the PTRS corresponding
to the processing in (6), which gives

Sur(Kr, K;)
- / Sarr (K, X) exp (—j K, X)dX

= /exp [—jKT . \/(’FCOS(p)2+(X —z —rsing)’
X exp [—j Ky - ARerr (X)] - exp (—j K. X)dX. (20)

According to the POSP, the first derivative of the phase function
with respect to X in (6) is set to zero as

(X —x —rsing)

K,
\/(7‘005(,0)2 + (X —z —rsing)’
OAR e (X)
K, - —+K,.=0. (21
+ X + 2D

Due to the lack of information about the range error, it is im-
possible to solve the equation perfectly. Herein, we introduce
an approximation to obtain the stationary point. Generally, the
residual range error after coarse MoCo is nominal compared
with the range history R (X). In this sense, the residual phase
error is nominal compared with the phase history of the PTRS.
Therefore, we can use the PTRS phase to determine the sta-
tionary point and neglect the effect from the phase error. Gen-
erally, the difference between the stationary points in (7) and
(20) is very small. This assumption simplifies the derivation of
the stationary point, and it is usually valid in our MoCo. It will
be presented in next subsection that, in our MoCo scheme, we
adapt the overlapping sub-aperture processing. During a short
sub-aperture data, the motion error is usually very small and
manifests low-order characteristics, which ensures high accu-
racy of above assumption. Furthermore, the MoCo is imple-
mented by an iterative correction procedure, which overcomes
motion error stage by stage. Therefore, even if the motion error
is large in the first iterations, it will be small enough without
affecting the stationary point approximation after several itera-
tions. Therefore, a rigid solution to (21) is X* given in (8). By
substituting (8) into (19), we obtain the expression of PTRS

Svr(K,, K,)

= exp{—j [(mcosga-i-l(zsincp) -1+ K, x}}

X exp [—j Ky - ARerr (X™)]. (22)
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Then, by applying the modified SM and subsitituting (15) into
(22), we have

Sir" (AK,, K.)

= exp{—j [AKyr—i— K2 —KZXcosp-r+K, (rsin <p—|—a:)}}

X exp [—jz? (AKy,Kw)] 23)
where
AK 2
08K 1) = (Sen 2t VRERE) K2 o (X7)

(24)
and ARe,, (X*) = ea(X*)* +e3(X*)* +ey(X*)* +-- . From
(8), we note that X™ is a function of both K, and K, and thus,
after the modified SM, X ™ is a function of AK,, and K. Then,
azimuth IFT is applied to transfer signal back into the slow-time
domain, which yields

Sie" (AK,, X)
= /exp{—j [AKyr—i— K2, — K2cosp-r+ K, (rsin <p+x)}}
xexp [—j¥ (AK,, K;)] -exp (JK,X) dK,. (25)

Z]\\//[IE‘AJ(AKy7 Km) €xXp (JKmX)dX

In order to obtain the analytic expression of S} 2M(AK,, X),

we use the POSP and have
oY (AK,, K,)
0K,

T

———cosp-r—rsinp —x — +X=0.

(26)

Due to the small value of the error term, we neglect its contri-
bution in to the stationary point calculation and get

K,

—\/ﬁCOS(p'T—TSIHQ&—IK—i—XZO. (27)
The approximate stationary phase point is
X —rsing —

K* ~—Ky, ( rsing — x) (28)

\/(cosgo ) 4+ (X —rsing —z)°
By Substituting (28) into (25), we have the spectrum that
SUSM(AK,, X)

= exp{—j |:AKyT—|—KTC\/(COS(p . T)Q—l—(X—rsin(p—a:)z}}

x exp [—jd (AKy, K7)]. (29)
And substituting (28) into (8) leads to
X*(K})=X. (30)

Extending ¢ (AK,, K3) into first-order Taylor series at AK, =
0, we have

9 (AK,, KY)
9 (AK,, K*)
~ O (AR, K| o pe g+ ———t2 2wt x AK,
Y AK,=0 8AKy AK,=0 y
=K, - ARup, (X) + AK, x AR, (X) (31)
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where

AR, (X)

= AR (X) + 7 sin @

- (2e2X + 3esX? + ey X2
(32)

cos2p

Detailed deduction about above expression can be found in
Appendix A. In (31), the first term represents the phase error
in the slow-time domain, which is only related to AR, (X),
in other words, the squinted SM does not change variance and
characteristics of the phase error. This consistency of phase
error before and after SM is also the base that the MoCo can
be successfully used in the non-squinted SAR mode in [8]. The
second term is a linear function of AK,, corresponding to the
range error. From (32), one can notice that the range error is
composed by two terms: the first corresponds to AR, (X)
consistent to the phase error, and the second term is induced
by the modified SM. And with the increase of squint angle, the
second term becomes pronounced. We call this phenomenon
as the inconsistence of phase error and range error from the
modified SM. Applying IFT with respect to AK, and omitting
the constants introduced, we achieve the range compressed
signal as

]\/ISIW(

sur (Y, X)

=sinc [B . (y -r-= AR/H’I”I‘ (X))]
X exp [—jKN\/(cosgo 1)+ (X —rsing — z)°
X exp [_jKr(‘ ° ARF,’I"I‘ (X)] (33)

where y denotes the range coordinate with respect to AK,
and B is the bandwidth corresponding to AK,,. In this stage,
the motion error is expected to be corrected precisely. In
conventional MoCo of airborne SAR applications, the majority
of motion errors are compensated on raw data via navigation
measurements and the residual motion error is usually nominal
causing no range error. Then, in this stage, the fine MoCo is
performed on the RCM corrected signal [3], [8]. However,
in coping with highly squinted SAR data with the modified
EOK, the RCM error is not only introduced by residual motion
error, but also the modified SM. When and only when ¢ = 0,
the range error in (32) equals to AR, (X). Otherwise, we
usually have AR, (X) > AR, (X). For clarity, we set
a numerical example to explain the effect of SM on range
error. Taking r = 30 km, ¢ = 50° and X changes from
—1000 to 1000 meters, the residual range error is assumed as
a five-order polynomial function shown in Fig. 2(a), and the
corresponding RCM error is given in Fig. 2(b). In Fig. 2(a), we
note AR, (X) varies within only several centimeters. How-
ever, due to the large value of r, the corresponding AR, .. (X)
is magnified up to several meters after the modified SM, which
surely exceeds one resolution cell bringing additional range
cell migration. In other words, even very small range error is
rested after coarse MoCo, serious range cell migration presents
after the SM in highly squinted SAR imagery. In this sense,
the requirement of accuracy of MoCo is usually beyond the
capability of INS/IMU systems in conventional airborne SAR,
saying nothing of UAV-SAR applications. Therefore, serious
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Fig. 2. (a) Residual range error. (b) Range error after modified SM.

RCM error and considerable phase error certainly exist in the
range compressed signal. For our issue of highly squinted
UAV-SAR imagery with the squinted Omega-k algorithm,
high precise autofocus approach is necessary to generate high
quality image.

B. Squinted Phase Gradient Autofocus (SPGA)

In this subsection, we focus on precise autofocusing for the
highly squinted UAV-SAR imagery based on an improved PGA,
named by squinted phase gradient autofocus (SPGA) algorithm.
Before presenting our approach, let us review the standard PGA
briefly, which forms the basis of SPGA. PGA [23] is one of
the most useful autofocus algorithms in airborne SAR imagery,
which has been widely applied in various SAR applications,
particularly in spotlight mode SAR imagery. The PGA pro-
vides robust performance over wide variety of scene contents
due to its robustness to strong clutter and noise interference.
In application of PGA to SAR imagery, the RCM and high
order azimuth phase are removed. And in the EOK case, the
azimuth deramping [1], [13], [24] is first applied to remove the
quadratic term after the modified SM and transferring data in
the range-compressed and azimuth slow time domain before
performing PGA. In general, PGA is implemented by five se-
quenced steps as follows.

1) Range Cells Selection: Generally, motion error usually
represents spatial-invariant (or weakly spatial-variant) charac-
teristics in the recorded data. And PGA exploits the redundancy
of the phase error information upon different range cells. How-
ever, there is no need to use all range bins to extract the phase
error. And, selecting proper samples makes the estimation more
efficient without losing precision. Range bins containing promi-
nent scatterers are good candidates for PGA estimation. It is not
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difficult to understand that the more proper samples we have, the
more efficient and precise PGA is. Adapting this idea, the QPGA
improves PGA based on the fact that a single range cell usually
contains more than one dominant scatters [25]. QPGA also sug-
gested that the signal-to-clutter ratio (SCR) criteria rather than
the original energy criteria for choosing targets can improve the
estimate of phase gradient.

2) Circular Shifting: Azimuth FT is first applied to the se-
lected range cells to generate a coarse focused image, and the
azimuth cell with the strongest response is circularly shifted to
the image center for each range cell, which removes the offset
in the Doppler domain due to the azimuth position of the target.
Alignment of the strongest azimuth bins improves the SCR for
the phase gradient estimation by subsequent windowing pro-
cessing.

3) Windowing: The next step is windowing the circularly
shifted imagery. Windowing preserves the width of the domi-
nant blur of the target while discarding clutter with negative con-
tribution to the phase gradient estimation. In this step the selec-
tion of the window size is usually significant to the PGA perfor-
mance. In general, it is estimated by incoherent summing over
the range bins to obtain a one-dimensional extended response
and then using an energy-threshold to determine the window
width. Also, a pre-determined decreasing window width works
quite well in reality.

4) Error Phase Gradient Estimate: After circular shifting
and windowing, the phase gradient is ready to be estimated. The
linear unbiased minimum variation (LUMYV) and the maximum
likelihood (ML) phase-gradient-estimation kernel have been
given in [23]. Following the idea of weighted-least square
estimation in [26], a weighted ML kernel is given in [24].
Weights adjust the contribution of different samples to phase
gradient estimate according to the SCR, which are designed
to encourage the contribution of high SCR samples and dis-
courage those with low SCR. And the selection of samples can
be much relaxed and fast convergence can be obtained. Using
symbol u (k, h) to denote the discrete bin of the circular shifted
and windowed samples at (k, k) in the range compressed and
slow time domain. The weighted maximum likelihood (WML)
kernel for the phase gradient estimate is given by

~ WML K .
5 ) = g 3 2 leoni[u (k)] u it )
2 wj

J=1

k=1

~ WML (34

where 9J,,,. denotes the phase gradient estimate with WML
kernel. wy, and w; are the weights in the k-th and j-th range bins.
The weight wy, for the k-th range bin is the inverse of the phase
variance of the range bin. Detailed derivation of SCR estimation
can be found in [24], [26]. In this paper, the proposed squinted
PGA is implemented by WML kernel. WAL

5) Iterative Phase Correction: The phase gradient 9, 1is
integrated to get the estimate of phase error and any bias and
linear component is removed prior to performing correction to
the signal. And the estimation and compensation process is re-
peated iteratively. As the image trends to be focused, the indi-

vidual target becomes more compact, the SCR is improved, the
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circular shifting and windowing are more precise and narrow,
and the convergence is achieved.

SPGA also follows the five-step processing and retrieves
the phase error iteratively. At first, we select all range cells
of the range compressed signal above a pre-determined SCR
threshold. Then each range cell is deramped to remove the
quadratic phase. The reference phase function of the range cell
corresponding to y is given by

where Ry (X) = \/(y cos8)” + (X — ysin6)? corresponds to
the range history of the center at equivalent range line corre-
sponding to y. After deramping, we obtain

spca(y, X)

=sir (Y, X) x Rref (X)

= exp {—j Ky [R(X)—Ro (X)]} - exp [=j Kre- ARerr (X)]
= exp{—ij [E(X;r,x) -z + F(X;rx) $2]}

x exp [—jKye - ARy (X)) (36)
where
E(X;ra)= — (X — rsinf) (37a)
\/(reos)® + (X - rsiné)?
F(X;ra)= (r cos 9)° (38b)

2€/(T cos0)® + (X — rsinf)’

According to the derivation in Appendix B, we have the approx-
imate expression of the deramped signal as

spca(y, X)
~ exp {_jKrc [040 (r,2) + a1 (rz) X + s (r,z) - XQ]}

X exXp [_jKrC . AR&M’ (X)] (39)
where aq (1, 7)

. cos’p

ao(r7x):—51ngp-x—|— 2 T, (403-)
r

2 3di 2

(o7} (7"71‘) = - o (px + = 900203 <p$2’ (40b)
2r
3 (si .3

wy (1) = 2P H5I0) (40¢)

272

ag (r,z) and aq (r,2) correspond to the constant phase term
and the linear phase terms, respectively. And as (, z) is the co-
efficient related to the residual quadratic phase after deramping.
In the case of non-squinted SAR case, the quadratic coefficient
equals to zero and ay (r,z) = —xz/r. Regardless of the ap-
proximation of (39), the only high order phase terms are cor-
responding to the motion error AR,,.. (X), and thus PGA can
be directly utilized to extract the phase function induced by mo-
tion error. However, it is not the case when squint angle is not
equal to zero as as (7, ) # 0 anymore. And with the increase
of squint angle, the quadratic phase term becomes significant to
degrade the estimate of motion error. In this sense, the quadratic
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phase term corresponding to as (7, z) should be compensated
before implementing PGA to estimate the motion phase error.
Fortunately, as (7, ) is a linear function of the target azimuth
coordinate and the residual quadratic phase is azimuth-depen-
dent, and thus we can determine the residual quadratic phase by
using the azimuth position of the target. Clearly, in the circular
shifting step of the standard PGA, azimuth FT is applied to the
range cell in (39) yielding a coarse focused image, and the ma-
jority of energy of the target is constrained around the azimuth
wavenumber bin corresponding to

4
Koo = 7”@1 (r,z). (41)
From K., we can retrieve the azimuth position of the target.
Substituting (40b) and (40c) into (41), we have a quadratic equa-

tion of x, which gives

Kich _cos2<px N 3sin wcoszgon
N 272 ’

(42)

47 T

By solving the equation in (42), we obtain the estimation of the
azimuth position of the target as follows.

, r Ky A2 cosZpr
= — -
3sinp 67 sin pcos?p 3sin pcos2p

2
) . 43)

Therefore, the residual quadratic phase correction can be imple-
mented by multiplying the phase function in (44) and deramped
signal in (39) in slow time domain.

P.(X)=-exp[j Kycas(r,a’) X?]. (44)
In the circular shifting step of each SPGA iteration, above
residual quadratic phase correction is performed for each
sample scatterer.

In highly squinted SAR mode, the deramping can not re-
move all quadratic phase of phase function of a target. And the
residual quadratic phase will be treated as phase error in PGA
estimate. SPGA, as an extension of PGA, considers the residual
quadratic phase ensuring the precise estimate of phase error. The
estimation and compensation of the residual quadratic phase
is embedded into the conventional PGA procedure. Therefore,
high quality phase gradient estimate is ensured by the WML
kernel. However, another notable difficulty of phase error re-
trieve in the squinted SAR imagery via the squinted Omega-k
algorithm, is the residual range error after the modified SM
we discussed in last subsection. We note that even very small
range error brings considerable range error after the modified
SM processing, which surely reduces the precision of phase
error estimation through PGA. However, we can perform PGA
to the deramped data with a lower resolution by the under-sam-
pling process. The under-sampling process [27] eliminates the
residual RCM directly by summing up N neighboring range
cells into one single cell and 1/N is defined as the under-sam-
pling ratio. Also under-sampling process can be implemented
by extracting only part of frequency band data to obtain a range-
compressed data block, which inherently has an energy loss of
the signal. Therefore, summing scheme should be proper to re-
duce the RCM effect on the SPGA.
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Fig. 3. (a) Flowchart of the SPGA for medium motion error. (b) Flowchart of the SPGA for severe motion error

As one notes in (33), the residual phase error are directly re-
lated to AR, (X), and therefore we can have the estimate of
residual motion error by

JWML
ARe'r‘r (X) — 1987‘1" (X)

K’I"C (45)

where 9WML (X) is the integrated phase error from WPGA es-
timate. With the estimate of range error, we can perform the
fine MoCo in the raw data, and the modified SM follows. Due
to correction of AR, (X), the residual errors would be less-
ening. An iteration procedure can be utilized to correct the en-
tire range error effectively. This kind of iteration can be also
found in [16], [24]. However, it is usually with low efficiency
because the time-consuming SM interpolation is performed in
each iteration. Actually, in (32) we can find that the relation be-
tween the amplified RCM and range error is certain, and direct
estimate of RCM from the AR, (X) is possible. Then, cor-
rection of both phase and RCM errors can be performed to the
mapped data rather than raw data, which can improve the effi-
ciency dramatically. In terms for calculating RCM error after the
modified SM, sequentially, AR.,, (X) is fitted into low-order
polynomial function and we obtain the estimates of coefficients

as €9, €3, €4 and so on. Then, the RCM error after modified SM
is estimated by

AR, (X) = ARe, (X)
P (260X 4 365X +46,X7 ). (46)
cos2p

Due to clutter and RCM errors, the estimated range error is
deemed to be contaminated by noise in some degree, which
takes the risk of inaccuracy in polynomial function fitting, espe-
cially the high order coefficients and consequently causes unac-
ceptable error in RCM calculation. For robust correction, we use
a stage-wise scheme by decreasing the number N in under-sam-
pling iteratively. In the first several iterations, due to severe
range error, N with large value (eight for instance), is utilized.
And low order polynomial fitting, such as three or four orders,
is used to get a coarse estimation of motion error. Then both
phase and range error are reduced to a small degree before we
start the next iteration, and therefore in this iteration, we can
choose a smaller N and higher order polynomial fitting to get
fine estimation of both phase and range error. Generally, precise
estimation can be achieved within only several iterations. For
clarity, the flowchart of the SPGA is shown in Fig. 3(a). How-
ever, in presence of severe motion error even after coarse MoCo
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by using navigation data, the phase error estimate degrades due
to very severe range error occurs after the modified SM. As
a result, the range error calculation via (46) loses its accuracy
dramatically, which will not ensure accurate correction. In this
case, we should perform the MoCo on the raw data rather than
on that after the modified SM. By removal of phase and range
errors in the raw data, then the residual error is decreased to a
low level. Then the Omega-k algorithm is applied, and nominal
range and phase errors are presented in the mapped data. Then
we perform the SPGA subsequently giving an optimal compen-
sation. This scheme is certainly of high computational load, be-
cause we have to perform the SM interpolation more than once.
But it enables the SPGA cope with very severe motion error
in real highly squinted UAV-SAR imagery. And hybrid of the
corrections before and after SM is direct: correction on the raw
data in the first several iterations, and then correction on data
after SM in the last iterations, which can make a tradeoff be-
tween the precision and computational complexity. The proce-
dure of SPGA in dealing with severe motion error is shown in
Fig. 3(b). In summary, SPGA outperforms the standard PGA
in focusing squinted SAR data from two aspects: 1) SPGA con-
siders the residual quadratic phase terms after deramping opera-
tion, which avoids severe error in the phase gradient estimation;
2) The non-systematic RCM induced by both motion error and
the SM processing is overcome in SPGA.

The SPGA is ready to autofocus the highly squinted spot-
light SAR image. However, its extension to squinted stripmap
UAV-SAR imagery requires some necessary modifications.
In general, PGA frameworks cannot be directly applied to
stripmap SAR imagery and SPGA is not an exception. How-
ever, for the UAV-SAR application, stripmap mode should be
one of the most essential operating modes. In the stripmap
mode the aperture positions of different sactterers displace
with each other within the whole coherent processing interval.
Applying the PGA approaches to the stripmap mode brings
an inherent problem stemming from overlapping apertures
of different scatterers, which span different segments of the
phase gradient estimate with potentially different local linear
components, will not always give the same phase gradient
in the overlapped region [28]. And thus difference of local
linear components from different targets inherently introduces
incoherence between phase gradient estimation leading to the
failure of PGA approaches. To overcome this problem in uti-
lization of PGA schemes in the stripmap SAR imagery, a simple
but useful scheme is proposed in [29], which shifts signal of the
stripmap SAR into spotlight representation by splitting it into
small azimuth blocks and estimating the error phase gradient
for each segment independently. Then the segmental phase
gradients are integrated into segmental phase error functions,
and coherent connection is performed to combine them into
the full aperture function. In our SPGA with the sub-aperture
process, overlapping is applied to extract the information about
discontinuities between two joint sub-aperture phase error
segments. The overlapping segments also provide overlapping
phase error estimates of azimuth blocks, which are illustrated
in Fig. 4. The linear phase differences can be easily extracted
from the overlapping sub-aperture phase functions. In real
application, the overlapping part can be selected as a quarter
or half of a sub-aperture. And the global linear phase term
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Fig. 4. Full aperture phase error combination.

is removed from the full-aperture phase error function. And
then, range error is retrieved from the phase error function.
And phase error and range error are estimated and corrected
iteratively until an optimal convergence.

Another difficulty encountered in the stripmap UAV-SAR
autofocus is the spatial-variance of motion error. In stripmap
mode, radar beam usually covers a much wider scene than
the spotlight SAR does, especially in the low attitude angle
case. The SPGA assumes the radar beam is narrow enough
that the motion error represents spatial-invariance. However, in
UAV-SAR operating at stripmap mode, this assumption may
be not rigid enough. When accounting the range-dependence
of phase error, range blocking is utilized to ensure application
of the SPGA. And the range blocks should be small enough
that the spatial variance of phase error within can be regarded
as non-spatial variant case. Contrasting to range blocking
process, the phase-weighted-estimation PGA (PWE-PGA)
[23] provides an estimation kernel for computing the phase
gradients with a range-variant model. Since its model is based
on non-squinted SAR geometry, PWE-PGA can’t be directly
extended into SPGA. In our case of phase and range error
correction with SPGA, we use the range blocking in estimation
and the compensation is independently applied for each block.
Consequently, well-focused image of high squinted SAR can
be obtained by the azimuth matched-filtering in the EOK
processing for each block. And range block images are fused to
achieve the full-scene SAR image. A useful procedure of SPGA
in deal with highly squinted stripmap UAV SAR imagery is
given in Fig. 5. And the extension of the MoCo procedure to
deal with severe motion error is presented in Fig. 3(b).

IV. REAL DATA EXPERIMENTS

In the following, we give the experimental results of UAV
SAR imagery via the presented squinted Omega-k algorithm and
SPGA-based MoCo. To illustrate the performance of the pro-
posed method, two experiments are carried out by using data
sets measured by an experimental SAR system. The first exper-
iment is performed to validate the performance of the proposed
autofocus scheme in highly squinted UAV-SAR imagery with
medium motion error. And the second experiment is carried out
to illustrate its performance under severe motion error. Both of
the data sets are recorded in one plane sortie. The SAR works at
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X-band in squint stripmap mode and it provides resolution about
2.15m x 2.15 m (range X azimuth). It transmits a pulsed wave-
form, with pulse duration of 10 us and bandwidth of 70 MHz,
and the beam width is about 1.2 degrees. During the data col-
lection, the squint angle is about 50 degrees and the flying ve-
locity is about 60 m/s. The height of UAV is about 2800 m and
the range central to the scene is 28.32 km. The SAR system is
equipped with an inertial navigation system with medium accu-
racy. And the measured motion parameters by the system pro-
vide the trajectory deviation in the coarse MoCo and the rest
motion error is expected to be corrected by the SPGA-based
MoCo schemes. In the following experiments, one can notice
that in the both cases of medium and severe motion error, the
SPGA-based MoCo can precisely compensate the rest of mo-
tion errors, including phase and nonsystematic range migration
error, and generate well-focused images.

A. Experiment With Medium Motion Error

In the data set utilized in this experiment, the motion error is
not severe, as after coarse MoCo via the INS data, the image
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Fig. 7. Range profile of a dominant scatter with range error.

can be focused roughly, along with some degree of blurring
and geometric distortion. The generated image via the squinted
Omega-k algorithm with only coarse MoCo is shown in Fig. 6.
The swath of image in range is about 7500 meters, and the
process of geometric correction is done. The vertical direction
is range and the horizontal direction is azimuth. The focusing
quality in azimuth indicates that the residual phase error after the
coarse MoCo is nominal, but distinctive range error is present in
the data after the modified SM. For clarity, we extract the profile
of a dominant target in the range-compressed and slow time do-
main, as shown in Fig. 7. From Fig. 7, one can clearly notice that
distinctive range error exceeds over about four cells in the aper-
ture interval, which certainly causes the degradation of focusing
quality in the final image. The presence of RCM also indicates
that residual motion error still exists in the data after MoCo with
INS data. Then, the proposed SPGA is applied to the data set to
estimate the residual phase error and range error subsequently.
The data after SM is separated into 16 segments and each of
them is performed by SPGA with WML kernel to retrieve the
phase function, respectively. Then the functions are aligned into
a full aperture function. In this data set the range-dependence of
phase error is nominal, and thus we need no range blocking pro-
cessing. For clarity, five iterations are utilized in the SPGA, and
the phase errors corresponding to iterations are given in Fig. 8.
During the iterations of SPGA, the phase error is optimized
within —10 to 5 radians, which corresponds to range error at a
scale of only several wavelengths. However, the corresponding
RCM is amplified by the SM dramatically. We show the range
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Fig. 10. Range profile of the dominant scatter after SPGA correction.

errors calculated by using (46) in Fig. 9, which change from
—8 to 0 meters. Clearly, the standard PGA can not handle the
range errors effectively. In this experiment, we perform range
and phase correction directly on the signal after SM, rather than
on the raw data. Fig. 10 gives the corrected profile of the domi-
nant scatter, which shows that the range error is compensated ef-
fectively by using the estimate in Fig. 6. And the final generated
image is shown in Fig. 11. For comparison, in Fig. 12(a) and (b),
we show the magnified local images highlighted by the rect-
angles in Figs. 6 and 11, whose entropy is 13.303 and 13.291,
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Fig. 11. Image with INS data and SPGA.

respectively . According to the entropy values, we notice that
better focusing performance is achieved, as the residual phase
and range errors are corrected by the SPGA-based MoCo.

B. Experiment With Severe Motion Error

Herein, we perform the experiment by using another data set,
which contains severe motion error due to atmospheric turbu-
lence. By using the INS data, the coarse MoCo is performed to
remove the major of motion error. However, the residual errors
are still severe enough to cause significant blurring, which can
be noted from image obtained by the squinted Omega-k algo-
rithm without SPGA in Fig. 13. Actually, the focusing degra-
dation is mostly introduced by the RCM amplified by the SM
processing. Therefore, the focusing performance will be not
improved even the standard PGA is applied. As we can note
from Fig. 14, the range shift exceeds over about ten cells, which
surely brings serious blurring in the image. In this experiment,
the residual motion error is distinctively larger than that in ex-
periment A. Herein, and the residual motion error causes very
serious range shift through the Omega-k algorithm. This severe
range shift can cause precision degradation of the SPGA even
we perform the sub-sampling processing. And inaccurate phase
error estimate introduces unacceptable error in range error cal-
culation via (46). Therefore, we need to perform the correction
on the raw data rather than on that after SM processing following
the flow in Fig. 3(b). Then, SPGA is used to the corrected the
residual motion error. Generally, desired range correction can
be achieved with only once correction on the raw data. It is not
difficult to understand that although some estimate error is in-
troduced due to the residual range error through SM processing,
most motion error can be retrieved by the WPGA kernel. After
range error correction on the raw data, most of RCM is cor-
rected, which we can note from Fig. 16. Fig. 16 shows the pro-
files after only once phase and range correction on the raw data
by using the SPGA estimated motion error. Then, the SPGA is
performed again to correct the residual phase error and range
shift on the data after SM directly. In this step, the procedure is
identical to that we use in the experiment A. The estimated phase
errors and corresponding range errors from the five iterations
are shown in Figs. 17 and 18, respectively. The final focused
image is given in Fig. 19. For comparison, the highlighted local
image in Figs. 13 and 19 are amplified in Fig. 20(a) and (b),
whose entropy is 12.983 and 1.958, respectively. Clearly, the
improvement of image quality is obtained via the SPGA. As
from Fig. 20(b), we can note the freeway, villages and wild
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Fig. 12. Image comparison. (a) Magnified local image from Fig. 6. (b) Magnified local image from Fig. 11.
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Fig. 14. Range profile of dominated scatterers.

scenes are clearly distinguished and well-focused with high con-
trast. The experiment confirms that our autofocus approach is
potential in focusing UAV-SAR data with severe motion error
with equipment of only a medium or low accuracy INS.

V. CONCLUSION

In this paper, a robust and efficient imaging and MoCo
scheme for highly squinted UAV-SAR imagery is proposed.
The inconsistence of phase error and range error in the squinted
wavenumber-domain focusing is presented, which indicates
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Fig. 15. Phase error estimated from the Stolt mapped data.
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Fig. 16. Range profile of dominated scatterers after correction on the raw data.

that even the phase error is very small the range error would
be magnified significantly by SM. Also a novel squinted phase
gradient autofocus approach is proposed. In SPGA, the phase
error and range error are estimated jointly via an iterative
processing. High in precision and efficiency, the autofocus
approach is potential in UAV-SAR operating with a large squint
angle. Real-measured data is used to validate the proposed
approach.
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Fig. 19. Image with INS and SPGA.

APPENDIX A

In (31), we extend ¥ (A K, K7) into Taylor series at AK, =
0. And we have

9 (AKy, K;)|AKy:0 = —Kye  ARerr (X) . (Al)
And the first order coefficient is given by
09 (AK,, K%) { oK, }
A=y ) = _ ARy (X*)

0AK, AK, =0 0AK, )A({(:yio
OAR.r (X*) 0X* 0K,
_{KT 3 oK, aAKy} AK,=0 (A2)
X*=X
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where
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cos pK,..
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cos pK,..
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AK,=0
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= ~1
\/(cosg0~r)2 + (X —rsing — )’
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(A3b)

AK,=0
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AK,=0

VK -K:
K.=K:
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Hence, we have
ARIS’I"I‘ (X> = ARFTT (X)
T (200X + 33X + 4es X0 ). (Ad)
cos?p

And the analytic expression of ¢ (AK,, K7) is approximated
as

V(AKy,K}) = —K,. - AR... (X) — AK,

7 8in @

: [ARW (X)+ (262X + 3e3 X%+ des X |

cos2p
(A5)
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(b

Fig. 20. Image comparison. (a) Magnified local image from Fig. 13. (b) Magnified local image from Fig. 19.

APPENDIX B

Extending F (X;r,z) into Taylor series with respect to X
round origin, we have approximates that

1
E(X;r,x) zE(O;hﬂ?)-i-E'(O;T;fE)X‘i'§E”(057"vx)X2

where the Taylor coefficients are given by ey
E(0;r,2) =singp (B2a)
E (0;r,2) = — Cof‘” (B2b)
E" (0;r,z) = w (B2¢c)
Similarly, we also have

F(X;r,z)~ F(0;r,2) + F' (0;r,z) - X (B3)

where the corresponding coefficients are
F(0;7,2) = CO;:QD (B4a)
F (07, 2) = %. (B4b)

Then, the analytic expression of signal after deramping is ap-
proximated by

Som (Y, X)
~ exp {—jK,e [ao (r,z) + a1 (r,2) - X + a2 (r,z) - X°]}
X exXp [_jKrc . ARS’I"I‘ (X)] (BS)
where
. cosp
ap(r,z) = —sing -z + -z (B6a)
oy (r,z) = E (0;r,2) x + F' (0;7, ) 2 (B6b)
1
ag (r,x) = §E” (0;7,z) x. (B6c)
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