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Abstract - The challenges of network data display are among the most longstanding in visualization. Current approaches typically rely on some form of network abstraction to reduce network density, or “clutter”, to reveal structural elements salient for the task at hand. Any reduction of complexity must consider the competing goals of providing visual representations that reveal overall, global relations, as well as detailed, local relations. The present work addresses this issue by utilizing the Pathfinder network representation, which allows systematic variation in density, to provide differing, but formally complementary, visual representations. These representations can provide both global context and local detail by selectively increasing structural complexity in a way that overcomes some of the limitations of other techniques. The paper’s examples are drawn from the domain of document relations, though the techniques are broadly applicable.
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1 Introduction

A key element of visualization is the ability to provide users techniques for reducing complexity in data sets in order to reveal underlying structure. For scientific visualization this reduction may be in support of tasks ranging from hypothesis formation to interpretation of statistical results. For information visualization the range is no less broad, and typically includes the use of visual representations in the performance of an externally oriented task.

Visual representations of document sets have received particular attention. This is in large part due to the widespread electronic availability of documents through public Internet search engines, as well as digital libraries. Because documents are textual it is not possible to directly provide a visual display, especially of relations among documents. To provide a visual representation of document relations it is necessary to use documents’ textual form to create a quantitative form suitable for visual display and interaction.

Among the most widely studied representations for visualization of document relations are networks [25]. This is due to the power of graph representations and because graphs are generally well understood computationally. Network visualization techniques are among the earliest examined, e.g., SemNet for representing semantic units [13], the Information Visualizer, which introduced cone trees and other seminal visualization techniques [3], and the Hyperbolic Browser, which uses mapping to non-Euclidean space to enhance display effectiveness [28].

The current work examines the use of Pathfinder networks (PfNets) [36] as a mechanism to reduce complexity in visual representation, while preserving salient structural elements. The work extends PfNets’ use to provide both global context for document examination, as well as local detail, by selectively increasing structural complexity in areas of interest. The paper’s examples are drawn from the domain of document relations, though the techniques are broadly applicable.

2 Document Network Visualization

A fundamental challenge of network data visualization is reducing the “clutter”, or link density, of the network in order to provide a visual representation that allows users to extract salient structural elements relevant to the task at hand. Network visualization should supply a view that reveals overall, global structure, as well as representations that allow the user to examine individual elements in detail. Providing a global view suggests a sparse network that is visually presented in a manner that facilitates extraction of global arrangement. Providing mechanisms for inspection of individual elements or neighborhoods in detail suggests that not only should that element be placed globally in the context of the larger network, as is provided by a global view, but that further representations be provided to reveal more detailed relations than provided by a sparse graph. Clearly, the two goals compete, and the usual solution has been to emphasize global relations using mechanisms to create relatively sparse graphs at the expense of visual representations that reveal more detailed local relations among elements, as would be provided by a more dense network.

2.1 Density Reduction

The visual display of dense networks is particularly challenging. Though force directed and spring embedded graph drawing methods [12, 27] work reasonably well in providing aesthetically pleasing and comprehensible layouts for sparse graphs, they are much less effective for more dense...
graphs. Thus, link reduction becomes a primary goal, and a number of techniques exist for accomplishing this.

One link reduction technique creates a link weight threshold whereby only links with weights above the threshold are included [41]. The threshold technique has the advantage that it is straightforward to implement and efficient. However, the link inclusion threshold, which is typically based on a single value for all nodes, does not take into account any metric of global network structure, and so the derived network may not retain essential structural properties of the original. Other link reduction techniques that have been used include minimum spanning trees and Pathfinder networks.

Minimum spanning trees (MSTs) have the advantage for link reduction that they contain the fewest number of links possible \((n-1)\) to form a connected graph. Also, in contrast to threshold graphs MSTs consider global structure, as reflected in graphs’ connectivity, in the reduction of links, rather than just single link values, as does the threshold technique. This element of structure preservation is important in providing a representation likely to convey salient information after transformation to a visual representation.

2.2 Pathfinder Networks

The Pathfinder algorithm was developed to model semantic memory in humans and to provide a paradigm for scaling psychological similarity data [35]. A number of psychological and design studies have compared PfNets with other scaling techniques and found that they provide a useful tool for revealing conceptual structure [29].

PfNets can be conceptualized as path length limited minimum cost networks. Algorithms to derive minimum cost spanning trees (MCSTs) have only the constraints that the network is connected and cost, as measured by the sum of link weights, is a minimum. For PfNets, an additional constraint is added: not only must the graph be connected and minimum cost, but also the longest path length to connect node pairs, as measured by number of links, is less than some criterion. To derive a PfNet direct distances between each pair of nodes are compared with indirect distances, and a direct link between two nodes is included in the PfNet unless the data contain a shorter path satisfying the constraint of maximum path length. Since its initial development [36] there have been continued efforts in algorithm development, e.g., parallelizing implementation [23], and recent work has reduced time complexity for some cases to cubic [22, 32, 33].

In constructing a PfNet two parameters are incorporated: \(r\) determines path weight according to the Minkowski \(r\)-metric and \(q\) specifies the maximum number of edges considered in finding a minimum cost path between nodes. The weight of a path with \(k\) links is determined by weights \(w_1, w_2, \ldots, w_k\) of each individual link:

\[
W(P) = \left[\sum_{i=1}^{k} w_i^r\right]^{\frac{1}{r}}
\]

The \(q\)-parameter specifies that triangle inequalities must be satisfied for paths with \(k \leq q\) links:

\[
w_{n,n,k} = \left[\sum_{i=1}^{k} w_{n,n,k_i}\right]^{\frac{1}{r}} \forall k \leq q \tag{2}
\]

As either \(r\) or \(q\) is manipulated, edges in a less complex network form a subset of the edges in a more complex network. Thus, the algorithm generates two families of networks, controlled by \(r\) and \(q\). The least complex network is obtained with \(r = \infty\) and \(q = n-1\), where \(n\) is the total number of nodes in the network. In this work the containment property has provided a particularly useful technique for systematically varying network density to provide both relatively sparse networks (the PfNet derived with \(r = \infty\) and \(q = n-1\) is the union of MCSTs) with for global navigation, as well as more dense networks for local inspection.

2.3 Document Network Visualizations using Pathfinder Networks

PfNets have been used in a variety of document visualization systems, primarily as a technique to create sparse network representations effective in providing global views of document network structure. Previous uses of PfNets in document relation visualization have focused on the use of the most sparse network PfNet \((r = \infty, n-1)\). AuthorLink and ConceptLink are interactive author co-citation analysis maps based on PfNets and self organizing maps [39]. The Pathtrieve [14], Information Navigator [15], and Document Explorer [16] systems provide PfNet based visual representations of document networks for information retrieval. Other examples of PfNet use include StarWalker for social navigation [9], author co-citation analysis [7] and visualizations of knowledge domains [8].

Generalized Similarity Analysis [5, 6] is a framework for structuring and visualizing distributed information resources in hypertext systems. It is based on PfNets to organize its structural modeling and visualization facilities, including representations of inter document relations, inter author similarity, as well as inter relationships between hypertext documents based on a combination of hypertext connectivity, word occurrence based similarity, and traversal based similarity.

3 Varying Display Density and Structural Detail using Pathfinder Networks

Exploration and utilization of large visual information spaces requires both global context and local detail. Many techniques are available for providing this context plus focus, including fisheye views [17, 19] and distortion techniques generally [10]. Such techniques are widely used in information visualization and typically employ a spatial viewing transformation in which elements close to the focus are magnified and those farther away are made to appear...
relatively smaller. Yet, other approaches to providing detail in context manipulate not only spatial size as a function of distance, but also which elements are to be displayed. For example, in Furnas’ original account of fisheye views [17] both an element’s distance from the view focus and the element’s “a priori importance” are used to calculate a degree of interest (doi) value for each element. The doi is calculated as a function of distance and a priori importance, and only if the value exceeds some threshold is the element displayed. Hence, important items, as indicated by value of a priori importance, are visible at longer distances from the focus than are items of lower a priori importance. Furnas details the value of providing more than just spatial distortion in overview plus context viewing in his later account of information display [18].

This work presents a method for providing overview of global network structure together with detail of local relations that overcomes some of the shortcomings of techniques based solely on spatial distortion. This is accomplished by selectively increasing structural complexity in areas of interest. The technique exploits the inclusion property of PfNets, whereby in the family of PfNets that can be created for a dataset by varying \( r \) or \( q \) links in a less dense network are included in the more dense network. For example, the links of PfNet \( (r = \infty, q = n-1) \) are a subset of the links of PfNet \( (r = 2, q = n-1) \). As detailed above, previous work has found the most sparse PfNet, PfNet \( (r = \infty, q = n-1) \), effective in providing network display that conveys overall structure using well known display techniques.

The work reported below extends past visualizations using PfNets by creating a hybrid PfNet representation that combines a sparse PfNet with a second, denser PfNet. This creates a representation that is effective in displaying both overall, global relations, as well as detailed, local relations.

### 3.1 Creating Document Networks

The typical stages in creating a visual representation for a document collection entail, first, the transformation of text documents to a form suitable for quantitative analysis. This quantitative representation is then used to create a representation, e.g., tree, network, suitable for spatial display. The final stage is the mapping of the representation to the display and its visual presentation, e.g., a graph layout algorithm.

For this work the transformation of document text to a quantitative representation uses the Vector Space Model [34]. This technique utilizes a document’s words to transform each document to a vector representation that captures the document’s content. Comparisons among documents are then employed to provide inter document distances used to derive the PfNets upon which visual representations are based.

### 3.2 Quantitative Representation of Documents

To use the Vector Space Model a set of indexing terms is defined for a particular document collection. These terms can come from a fixed vocabulary or be derived for individual document sets, as is the case in this work. The text of each document is analyzed, and a vector representing each document is created in which the presence or absence of each indexing terms is noted. In a space of dimensionality equal to the number of index terms, each document can be considered as a single point.

Having created a quantitative representation for individual documents, it is then necessary to consider relations among documents. In this work inter document similarity uses the number of terms common to a document pair as represented by their document vectors, normalized by number of terms in documents. In order to increase the discriminative power of terms, terms are first weighted by the inverse frequency, the \( tf \times idf \) model [38]. In equation 3 below, \( tf \) is a term’s frequency in the document collection, \( idf \) is the inverse document frequency, and \( tf_{ik} \) is the number of occurrences of term \( T_k \) in \( D_i \). \( N \) is the number of documents in the collection and \( n_t \) represents the number of documents containing term \( T_k \). Again, each document is represented by an array of terms \( T \) and each term is associated with a weight determined by the \( tf \times idf \) model. The weight of term \( T_k \) in document \( D_i \) is:

\[
w_{ik} = \frac{tf_{ik} \times \log \left( \frac{N}{n_t} \right)}{\sqrt{\sum_{j=1}^{n} (tf_{ij})^2 \times \log \left( \frac{N}{n_i} \right)}}
\] (3)

Finally, to calculate inter document similarity in the system used as input to the Pathfinder algorithm document similarity is computed based on corresponding document vectors for documents \( i \) and \( j \), \( D_i = (w_{i1}, w_{i2}, ..., w_{iT}) \) and \( D_j = (w_{j1}, w_{j2}, ..., w_{jT}) \):

\[
sim_{ij} = \sum_{k=1}^{T} w_{ik} \times w_{jk}
\] (4)

Reduction of vector space dimensionality, necessary to create a representation than can be realized visually, is considered next. Among the approaches used for dimensionality reduction in visualization [1] are eigenvalue/eigenvector decomposition [11], factor analysis and principal component analysis [31, 40], multidimensional scaling [4, 37, 26], latent semantic analysis [2, 5], self-organizing maps [29, 30], and various network abstractions, including Pathfinder networks, which are used here.

### 3.3 Sparse Pathfinder Network Representation

The work examined document sets created using Citeseer [21]. Pathfinder networks of varying densities were created using these datasets with results similar to Chen [9]. For PfNet \( (r = \infty, q = n-1) \) node-link ratios \( (n \text{ nodes} / n \text{ links}) \) varied from .92 to .97. The prefuse system [24] is used to display the PfNets.

Figure 1 shows the least dense PfNet \( (r = \infty, q = n-1) \) for the document set described here. The organization shows the characteristic “hubs” and “stars” reported by Chen [9] and others and yields a representation well suited to providing a
global, readily comprehended view of the document set. The network has a node–link ratio of .97.

Figure 1. PfNet \((r = \infty, q = n-1)\). Node-link density is .97. Overall document set relations are readily evident.

### 3.4 Dense Pathfinder Network Representations

The primary focus was on the structural and visual representations that result from deriving more dense PfNets by varying Pathfinder \(r\) and \(q\) metrics, Minkowski metric and path length, respectively. As noted, PfNet \((r = \infty, q = n-1)\) is the limiting case with respect to the minimum number of links. It is the union of MCSTs, and for most data sets the number of nodes approaches, \(n-1\), the minimum number of links required to connect, or provide a path between, all nodes.

Though the sparse PfNet \((r = \infty, q = n-1)\) reveals global structure well, the data from which the network was derived contains much additional information about document relations that can be used to convey more information about local relations than is represented in this sparse network. For example, Figure 1 shows the characteristic hub and spoke structure of document collections, i.e., a set of “central” documents are directly connected to a number of other documents. These are analogous to cluster centroids, and so single link examinations are of utility in looking at similar documents. Though this structure reveals relations of a document to a single topic, or cluster of documents, well, a document also has relations to other topics, as represented by other hub documents, and these relations are not reflected in this sparse structure.

It is a straightforward matter to “enrich” network structure to show a wider range of relations by deriving a denser network in which more links are present. Using the Citeseer data sets, we examined denser networks created with Pathfinder. The limiting case for the maximum number of links is PfNet \((r = 1, q = 1)\) in which the network is the complete graph. The number of links can be systematically varied to the other limiting case of PfNet \((r = \infty, q = n-1)\), the union of MCSTs, by varying \(r\) and \(q\).

Unfortunately, the visual representation becomes “cluttered” for even moderately dense networks with node-link ratios of 0.5, twice as many links as nodes. Figure 2 below shows a PfNet \((r < \infty, q < n-1)\) for the document data set that has a node-link ratio of .53. The display is cluttered, and, except for nodes on the periphery, little information about structure is evident. Certainly, global structure is not portrayed in a way comparable to the sparse network of Figure 1. In isolation, this more dense network has limited utility for visualization.

Figure 2. PfNet \((r < \infty, q < n-1)\). Node-link density is .53. In isolation there is limited utility for this visualization.

Additionally, even though PfNet \((r = \infty, q = n-1)\) is included in all PfNets \((r < \infty, q < n-1)\), and the same node positioning algorithm used for both graphs, node locations are different when nodes in each PfNet are positioned, as detailed below. Hence, it is not possible to simply remove links from the denser layout to create a structure that effectively reveals global structure, as in Figure 1.

### 3.5 Hybrid Pathfinder Network Representation for Global Structure and Local Detail

The work’s primary focus is the structural and visual representations that result from combining sparse and more dense PfNets by varying Pathfinder \(r\) and \(q\) metrics. In particular, the work has sought to create a representation that selectively increases structural complexity in areas of interest, yet retains the ability to convey overall structure.

Clearly, the spatial arrangement of nodes and their edge connectivity in the sparse PfNet \((r = \infty, q = n-1)\) provides a different and more comprehensible view of the data set than the more dense PfNet \((r < \infty, q < n-1)\). Nonetheless, the more detailed view of document relations provided by the denser network can be of use. Figure 3 below is centered on a node in the more dense network that might be of interest to a user wanting to learn more about the relations of a particular document to others in the document collection.

As noted, it is not possible to simply remove nodes from the more dense PfNet to create a visually effective structure such as created with PfNet \((r = \infty, q = n-1)\). Even though PfNet \((r = \infty, q = n-1)\) is included in PfNet \((r < \infty, q < n-1)\) and the same node positioning algorithm used for both graphs, the location of nodes will differ when nodes in each are positioned by a force directed algorithm. The difference in node positioning is due to a force directed algorithm’s
Figure 3. Expanded view of dense PfNet shown in Figure 2. The node of interest and documents directly connected in this PfNet, but not directly connected in PfNet \( (r = \infty, q = n-1) \), are shown as white. They are circled in the figure to assist in distinguishing without color.

consideration of the additional links in the denser network and its derivation of a layout that considers optimality utilizing all links. Because of the consideration of all links in determining node placement, removing links from the denser layout to create a structure that effectively reveals global structure, as in Figure 1, is not effective. The interaction of layout algorithm and structure is among the challenges of network visualization, and no universal solution is available.

The approach this work takes is to create a hybrid representation that exploits the visual efficacy of PfNet \( (r = \infty, q = n-1) \) in revealing overall structure together with the structural property of the Pathfinder algorithm in deriving denser networks that include less dense networks. This inclusion property guarantees that subgraphs of less dense networks can be found in more dense networks. Hence, it is possible within constraints to use nodes of less dense networks to place the links of a subgraph of a more dense in that less dense network.

Figure 4 illustrates such a hybrid network constructed for the data set used in the other examples. The subgraph centered on the node of interest of the dense PfNet in Figure 3 has been placed in the sparse PfNet \( (r = \infty, q = n-1) \). Due to the Pathfinder inclusion property, the subgraph can be appropriately positioned and connectivity preserved in creating this hybrid network. This is in contrast to many other density reduction techniques, such as link thresholds, which do not take into account overall structure as does the path based approach of Pathfinder networks, as most clearly seen in the inclusion property.

A further advantage of the hybrid approach of combining networks of differing densities that is not illustrated in the figure is the approach’s ability to further increase density beyond a particular starting point. In the example, only nodes that are directly connected, i.e., have a path length of 1, to the node of interest are illustrated. The hybrid technique can also be used to further expand the area of dense connectivity beyond those immediately connected nodes, e.g., to nodes that are connected to the node of interest by path lengths of 2 or 3. This provides a larger area of dense connectivity and so more relations of the node of interest with other documents. This mechanism of increasing path length from a particular node creates a mechanism for measured exploration of the entire data set from the perspective of the node of interest.

4 Conclusions

The current work has utilized Pathfinder networks to create a novel visual representation of document networks that both reveals global structure and provides local detail. As such, it addresses longstanding issues of network display. Selectively increasing structural complexity in areas of interest through hybrid PfNets exploits the Pathfinder algorithm’s ability to create networks of varying density and allows the seamless combination of networks of differing density.
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