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A detailed development of the theory of convex functions, not often found in complete form in
most textbooks, is given. We adopt the strict secant line definition as the definitive definition
of convexity. We then show that for differentiable functions, this definition becomes logically
equivalent with the first derivative monotonicity definition and the tangent line definition.
Consequently, for differentiable functions, all three characterizations are logically equivalent.

1. Introduction

The convexity of functions and the connection between convexity and the second
derivative is an important topic in Calculus that is often undertreated by most
mainstream Calculus textbooks. In general, for the case of differentiable functions,
there are three possible ways to define a conver up function and a conver down
function: there is the tangent line definition, the first derivative monotonicity def-
inition, and the secant line definition. For a convex up function, the tangent line
definition states that the graph of the function lies above every tangent line to
the function for all contact points within a specified interval. The first derivative
monotonicity definition states that the first derivative of the function is strictly
increasing within the given interval. The secant line definition states that for any
two points on the graph of the function within the given interval, the line segment
connecting the two points is always above the graph of the function within the
subinterval defined by the chosen two points.

Most mainstream calculus textbooks fail to explain that for differentiable func-
tions all three definitions are rigorously equivalent to each other, and that the
definitive definition of convexity should be the strict secant line definition, as it is
the only definition that does not require the function to be differentiable. For exam-
ple, Stewart [1] uses the tangent line definition, and tucked away in an appendix,
away from prying student eyes, includes a proof that the first derivative monotonic-
ity definition implies the tangent line definition, but does not bother to prove the
converse statement, and completely disregards the secant line definition. Thomas
[2] uses the first derivative monotonicity definition to define convexity, since its
connection to the second derivative theorem is trivially obvious, and completely
disregards the other two definitions. Even Varburg [3], which in many other re-
gards is a more rigorous textbook than both Stewart [1] and Thomas [2], also takes
the easy way out, and mentions only the first derivative monotonicity definition.
Lang’s Calculus textbook [4] treats convexity in a very non-rigorous manner by
calling it “bending up” or “bending down”, not even using standard terminology.
More rigorous texts, such as Lang’s analysis textbook [5] and Apostol’s Calculus
textbook [6], correctly use the secant line definition to define convexity and show

*Corresponding author. Email: gkioulekase@Qutpa.edu



Mathematical Education in Science and Technology 411

that if the first derivative is increasing then the function is convex up, and likewise
for the convex down case. Even these books, however, do not prove the converse
statement or establish the equivalence of the secant line definition with the tan-
gent line definition. Furthermore, whereas Lang [5] at least distinguishes between
weak and strict convexity, Apostol’s treatment [6] is unnecessarily limited to weak
convexity.

The goal of this paper is to give a detailed and complete treatment of the theory
of convexity. We will begin by stating the strict version of the secant line definition
as the definitive definition of convexity. Then, we will show that for differentiable
functions, the secant line definition is equivalent to the other two definitions. Given
these results, for twice differentiable functions, it is a trivial corollary to establish
the connection between the second derivative and convexity.

2. The main argument

Let f: A — R be a function with A C R, and let [x1,x2] C A be an interval within
the domain A of the function. The strict secant line definition of convexity reads:

f convex up at [z, 22 <= Va € [z1,22) : Vb € (a,x2] : Vt € (0,1) :
Dflatt(b—a)) <(1—=1)f(a) +1f(b),

f convex down at [z1,z2] <= Va € [z1,22) : Vb € (a,z2] : ¥Vt € (0,1) :
flattb—a)) > (1 —=t)f(a) +tf(b).

To give the geometric motivation for this definition, we first note that for ¢ € (0,1),
x = a+t(b— a) gives all the points with = coordinate between x = a and x = b.
We also note that the equation of the secant line connecting the points (a, f(a))
and (b, f(b)) is given by

0y = @)+ =T oy = o) =T

= fa) +t(f(b) = f(a)) = (1 = 1) f(a) + f(b).

Since the convex up definition requires that the secant line (¢) should be above the
graph of the function for any point between z = @ and = = b (i.e. for x = a+t(b—a)
with ¢ € [0,1]), we obtain the inequality f(a 4+ t(b — a)) < (1 —t)f(a) + tf(b)
appearing in the definition above. Obviously, to maintain convexity, this inequality
has to hold for any choice a,b € [z, 2] with a < b, which can be enforced by
restricting a to [z1,22) and b to (a,x2]. Note that for a = z9, it is impossible to
choose an b > a within the interval [z, 23], which is why we exclude z3 from the
possible values of a. The need for these restrictions can be eliminated if one opts
for using weak convexity instead, which can be defined more succinctly as

[ weakly convex up at [x1, 23] <= Va,b € [x1,22] : V¥t € (0,1) :

D flati(b—a)) < (1 —1)f(a) +f(b),

f weakly convex down at [z1,x2] <= Va,b € [x1,z2] : VEt € (0,1) :
tflat+t(b—a)) > (1—1)f(a) +tf(b).

It may be tempting to believe that one has to settle for weak forms of the
convexity definitions, where weak inequalities are used everywhere, in order to
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be able to show that they are all logically equivalent with each other. It is well-
known, for example, that for the case of function monotonicity, a strictly positive
first derivative over an interval implies that the function is strictly increasing over
the same interval, but that the converse statement is not true, unless we formulate a
more complicated theorem or settle for the weak monotonicity definitions and weak
inequalities for the first derivative. One of the main points that we wish to stress
in this paper is that the strong versions of all characterizations of convexity can
indeed be shown to be equivalent with each other for differentiable functions. After
all, it is the strict convexity definition that is more consistent with our intuitive
mental image of a convex up or down function.

Now, given a,b € [x1,x2] with a < b, let us define the slope A(a,b) of the
corresponding secant line from x = a to z = b as

Aa,b) = M.

The first step of the argument is to prove the following lemma:
Lemma 2.1:

(1) If f is convex up at [z1,x2] and a,b,c € [r1,22] and a < ¢ < b, then
Aa, ) < Aa,b) < A, b).

(2) If f is convex down at [x1,x2] and a,b,c € [z1,22] and a < ¢ < b, then
Aa, ) > Aa,b) > X, b).

Proof: Assume, with no loss of generality, that f is convex up at [x1,z2]. Let

a,b,c € [r1, 2] be given with a < ¢ < b. Let t € (0,1) such that ¢ = a + t(b — a).
Then we note that

c—a=a+tlb—a)—a=1tb-a),
b—c=b—a—tlb—a)=(1-1)(b—a).

It follows that

M) = €= 1@ _ fla+tb=a) - f(@)

c—a t(b—a)
L A=f(a) +tf() = fla) _ tf(b) ~tf(a)
t(b—a) t(b—a)
_ W — Ma,b) = Aa, ¢) < Aa,b),

and

f®) = fle) _ f(b) — fla+t(b—a))

c (1—=1¢)(b—a)

— (A —t)f(a) —tf(b) _ (L —)(f(b) — f(a))
1

(1—=8)(b—a) (1=8)(b—a)

FO) = 1@ )\ a5) = Mab) < AMeb).

S| ~~—
|
S
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The geometric interpretation of this lemma is that given any secant line within
an interval [z, zo] where your function is, for example, convex up, if you “slide”
either endpoint of the secant line forward, then the slope of the secant line will
increase.

For the argument below, we need to recall the definition for strict monotonicity.
Given a function f: A — R with I C A an interval, we define:

f1HI<=Vry, 20 €l: (11 <0 = f(21) < f(22)),
flI<=Vri, 20 €l (1 <z0= f(21) > f(22)).

Here f 1 I reads “f is strictly increasing in I” and f | I reads “f is strictly
decreasing in I”.

We also recall that given two functions f: A — R and g : A — R with N(0,0) a
generalized neighborhood of the limit x — ¢, where ¢ is a generalized accumulation
point of A (e.g. 0 = g, or o :mg,ora =z, withazg € R,or 0 = +00 or o = —00),
it can be shown that:

(30 > 0:Vx € N(0,0) : f(x) < g(x)) = lim f(z) < lim g(x).

T—0 Tr—0

It should be stressed that o is a generalized accumulation point and N (o, ) is the
corresponding generalized neighborhood, defined as

(xog — 0,20 +0) — {0} , ifo=uxp
(zo — 0, x0) ,ifo=ap
N(o,6) = < (2o, 20 + 9) Jifo=xf .
(1/6,+00) , if 0 =400
(=00, —1/6) , if o =—00

Thus the statement above holds for regular limits, side limits, and limits to infinity,
all of which can be subsumed under one proof via the generalized neighborhood
N(o,9).

The point here is that given a strict inequality between two functions, taking
the limit on both sides of the inequality reduces it to a weak inequality. The coun-
terexample where f(z) = —1/2% and g(x) = +1/2% with £ — +o00 shows that the
above statement cannot be strengthened to give a strict equality on the right hand
side of the implication. This complicates the argument below, but in spite of that
we can still retain strict inequalities throughout all characterizations of convexity.

Taking the above preliminaries into consideration, and using Lemma 2.1, we will
now show the equivalence between the strict secant line definition and the first
derivative monotonicity definition:

Theorem 2.2: Assume that f is differentiable on [x1,x2|. Then:

[ convex up at [x1, x2] <= f' 1 [x1, 2],
f convex down at [x1, 73] <= f' | [x1,22].
Proof: (=): Assume, with no loss of generality, that f is convex up at [x1, z2].

Let a,b € [x1,x2] be given with a < b. Let h € (0,0) with § > 0 chosen such that
a+d<b—danda+d < (a+0b)/2and b— 4§ > (a+b)/2. Then, via Lemma 2.1,
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we have:

Vh € (0,0):a<a+h<(a+b)/2=Vhe(0,0): Aa,a+ h) < A a,(a+0b)/2)
= f'(a) = hli)%l+ Ma,a+ h) < Xa, (a+10)/2),

and similarly we have

Vh e (0,6): (a+b)/2<b—h<b=VYhe (0,6 :Ab—h,b) > A(a+b)/2,b)
= f(b) = lim Ab—h,b) > A((a+b)/2,b).

The existence of the limits above is ensured by the differentiability of f. Combining
the equations above, and with another application of the lemma, we have:

f'(a) < Ma, (a +)/2) < M(a +b)/2,0) < f'(b),

and therefore f'(a) < f'(b). It follows that f 1 [z1, 2]

(<=): Assume now, with no loss of generality, that f' 1 [z1,x2]. Let a,b € [z1, x2]
and ¢ € (0,1) be given with a < b. It follows that a € [z, 22) and b € (a, z2]. Define
¢=a+t(b—a), and note that c—a =t(b—a) and b—c = (1 —t)(b— a), therefore
a < ¢ < b. Since f is differentiable on [z1,z2|, we apply the mean-value theorem
on the intervals [a, ] and [b, ¢], and obtain

31 € (a,¢) :f(0) = fla) = f'(&)(c — a) = t(b— a) f'(&1),
32 € (c,b) :f(b) — f(e) = f'(&)(b—c) = (1 —t)(b—a)f'(&).

Note that & < ¢ < & = & < & = f'(&1) < f'(&2), and also that:

fle) = (A =t)f(a) = tf(b) = [f(c) = f(a)] = t[f(b) — f(a)]

= [f(c) = f(@)] = t[f(b) = f(c)] = t[f(c) = f(a)]
=t(b—a)f'(&1) —t(L = t)(b—a)f'(&2) — (b —a) f'(&1)
t(1—)(b—a)f'(&) —t(1 —t)(b—a)f'(&2)
t(1—1)(b—a)[f'(&) — f'(&)]-

Since t(1 —t) > 0 and b —a > 0 and f/'(&1) — f'(&2) < 0, we have t(1 — ¢)(b —

a)[f'(&) — f'(&)] < 0, and therefore f(c) <7( t)f(a) + tf(b). We have thus
shown that

(
(

\_/

Va € [x1,22) : Vb € (a,z2] : Vt € (0,1) : f(a+t(b—a)) < (1—1t)f(a)+tf(b),

and therefore that f is convex up at [z, z2]. O

The proof of the converse statement in the theorem above can be found in various
forms in some textbooks like Apostol [6] and Stewart [1] (albeit, sequestered in an
appendix). However, the forward part of the proof is not easy to find in textbooks
and I had to derive it on my own. To ensure the restoration of the strict inequality
it was necessary to employ a clever trick whereby Lemma 2.1 is applied multiple
times.

The next step is to establish the equivalence between the first derivative mono-
tonicity definition and the tangent line definition. Given the function f, let us
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define g(x|xo) as

g(xlxo) = f(z) — [f'(z0)(z — x0) + f(0)]-

The obvious interpretation of g(x|xg) is that it measures the difference in y-
coordinates between a point (x, f(z)) on the graph of the function f and a point
with the same = coordinate on the tangent line of the function f with contact
point chosen at (xg, f(z¢)). It follows that g(x|zg) > 0,Vx € [z1,22] — {zo} im-
plies that the graph of the function f is above the given tangent line, whereas
g(z|xo) < 0,Vz € [z1,22] — {x0} implies that the graph of the function f is instead
below the given tangent line. Consequently, we have to prove the following theorem:

Theorem 2.3: Assume that f is differentiable at [x1,x2]. Then:

0)
o)

I 1 21, 22) &= Vo, 20 € [21,22] : (T # 30 = g(2 ),
).

Proof: (=): Assume, with no loss of generality, that f’ 1 [x1,z2]. Let x, 29 €
[z1, z2] be given such that z # xy. We note that

|zg) > 0
|zg) < 0

1 1, 0] == Va, 20 € [21,22] : (¥ # 20 = g(2

g'(zlzo) = (d/dx)[f(x) — f'(z0)(x — 20) — f(x0)] = f'(z) — f'(w0).
It follows that

Va € (xg,x2) : @ > 290 = Va € (w0, 12) : f'(2) > f (mo)
= Vx € (29, 12) : ¢'(x|z0) >
= g(z|zo) T (20, z2) with respect to x

= Yz € (z0,72) : g(x|w0) > g(w0|20) = 0,
and

Vz € (z1,20) 1 ¢ < mg = Vz € (z1,70) : f'(2) < [’ (mo)
= Vx € (71,10) : ¢'(x]z0) <
= g(z|zo) | (21, 20) with respect to x
— V€ (21, 20) : g(x[z0) > g(20|T0) =0,
and therefore: Vx, zg € [z1,z2] : (z # xo = g(x|z9) > 0).
(«<=): Assume, with no loss of generality, that Vz,z¢ € [x1,22] : (x # 29 =

g(z|xg) > 0). Let a,b € [x1,x2] be given such that a < b. From the hypothesis, we
have:

g(alp) > 0= f(a) = [f'(b)(a—b) + f(b)] >0
= f(b)(a—1b) < fa) - f(b),
and

g(bla) > 0= f(b) = [f'(a)(b—a) + f(a)] > O
= f'(a)(b—a) < f(b) — f(a).
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It follows that

[f'(a) = f(I(b— a) = f(a)(b—a) + f'(b)(a —b) <
<[f(0) = fl@)] + [f(a) = F(O)] = O,

and therefore f/(a) — f'(b) < 0 since b — a > 0. We have thus shown that:
Va,b € [z1,22] : (a < b= f'(a) < f(b)),

and therefore f’ 1 [x1,z2]. O

The forward part of the above proof is a straightforward calculation. However,
the converse argument is non-trivial and cannot be found in most textbooks.

Altogether, since both Theorem 2.2 and Theorem 2.3 give logical equivalences, an
immediate corollary is a statement establishing the equivalence of the strict secant
line definition and the tangent line definition. This corollary does not require a
separate proof and it reads:

Corollary 2.4: Assume that f is differentiable at [x1,x2]. Then:

f convex up at [x1,x2] < Vr,x0 € [x1,22] : (T # 29 = g(x|20) > 0),

f convex down at [x1,x2] <= Vx,x0 € [T1,22] : (T # xo = g(x|20) < 0).

Finally, the second derivative test of convexity is also an immediate consequence
of theorem 2.2 and can be established in merely two steps. For example, for the
case of a convex up function, we have:

f twice differentiable in [z1, z2] ,
{V$€($1a$2):f”(x)>0 = [ 1 [21,22]

— f convex up at [z, z2].

A similar argument can be given for the case of a convex down function. The
first step uses the monotonicity theorem and the second step uses Theorem 2.2.
However, whereas the second step can be reversed, the first step cannot be reversed
without using a more general version of the monotonicity theorem. On the other
hand, for most occasions the forward direction is sufficient.

3. Conclusion

Most textbooks do not give a complete development of the theory of convexity as
detailed in this paper. This thorough treatment is imperative in analysis courses.
For calculus courses, it may not seem reasonable to give all of the above proofs
during lecture. However, we believe that instructors can still be careful enough
to state the strict form of the secant line definition as the definitive definition
of convexity, and then state without proof the lemma and the two theorems, all
of which can be easily explained geometrically. Furthermore, instructors can still
provide their students a copy of the proofs as a handout. There are always a handful
of students in our classrooms with insatiable curiosity that will be truly delighted
to see how these results are established.
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