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Homework: First-order ODEs



Homework 01: First-order ODEs

1. The logistic population model is intended to model population growth under finite resources. If y(t) is the population
at time t, λ is the population growth rate, and N is the carrying capacity, then according to the logistic model, y(t) is
governed by

dy
dt

= λy(N − y)

(a) Using the initial condition y(0) = y0, show that

y(t) =
Ny0

y0 + (N − y0) exp(−λNt)

Show the validity of this result regardless of whether or not y0 is a fixed point.
(b) Show that y(t) has an inflection point at y = N/2, using directly the differential equation instead of the explicit

solution.
(c) Assuming initialization at y0 ∈ (0, N/2), find the time t at which the solution reaches the inflection point

2. Consider an ordinary differential equation of the form

M(x, y) + N(x, y)y′ = 0

such that

∀λ ∈ (0,+∞) :
{

M(λx, λy) = λa M(x, y)
N(λx, λy) = λaN(x, y)

with a ∈ R. Show that the substitution u = y/x reduces this differential equation to the separable form

1
x
+

N(1, u)
M(1, u) + uN(1, u)

du
dx

= 0

3. Consider the initial value problem
{

y′ − 2xy = 1
y(0) = y0

Show that its unique solution is given by

y(x) = exp(x2)
[π

2
erf(x) + y0

]

with erf(x) the error function, defined as

erf(x) =
2
π

∫ x

0
exp(−t2) dt

4. A Bernoulli ordinary differential equation is an equation of the form

y′ + p(x)y = q(x)yn

with n ∈N.

(a) Show that the substitution u = y1−n reduces the Bernoulli equation to a linear ordinary differential equation of
the form

u′ + (1− n)p(x)u = (1− n)q(x)

(b) Use this substitution to solve the following Bernoulli initial value problem:
{

y′ + xy = xy2

y(0) = y0

1
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Homework: Linear Differential Equations



Homework 02: Linear Differential Equations

1. Consider a general linear differential equation of the form

∀x ∈ A : y′′(x) + a(x)y′(x) + b(x)y(x) = 0

for some interval A ⊆ R with a, b ∈ C0(A). Assume that y1 ∈ C2(A) is a solution, and define y2 ∈ C2(A) as:

∀x ∈ A : y2(x) = y1(x)
∫ x

c

Q(t)
[y1(t)]2

dt

with c ∈ A and with Q(t) given by

∀t ∈ A : Q(t) = exp
(
−
∫

a(t) dt
)

(a) Show that y2(x) is also a solution.

(b) Show that y1, y2 are linearly independent.

Remark: An immediate consequence of (a) and (b) this is that if we define an operator L : C2(A)→ C0(A) with Ly = 0,
then it follows that its null space is given by

null(A) = span{y1, y2}

The corresponding general solution of the equation Ly = 0 is given by

∀x ∈ A : y(x) = λ1y1(x) + λ2y2(x)

Remark: This exercise shows that if we can guess one solution of the second order linear ODE Ly = 0, we have an
equation that can be used to find a second linearly independent solution. Then, given the aforementioned theorems,
we have the null space and the general solution.

2. Find all solutions of the form ∀x ∈ R : y1(x) = ebx for the linear ODE

∀x ∈ R : y′′(x) + 2ay′(x) + a2y(x) = 0

with a ∈ R. Use the previous exercise to find the second linearly independent solution and write the corresponding
general solution.

3. Show that the initial value problem
{

y′(x)− 2(p + a)y′(x) + p2y(x) = 0
y(0) = 0 ∧ y′(0) = 1

with a, p ∈ (0,+∞) has solution

y(x|a, p) =
exp(A(p, a)x)− exp(B(p, a)x)

2
√

a(2p + a)

with

A(p, a) = p + a +
√

a(2p + a)

B(p, a) = p + a−
√

a(2p + a)

without substituting the solution to the ODE. Then, show that:

lim
a→0+

y(x|a, p) = xepx

1
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Remark: This result shows that when considering a second order linear differential equation, in which the two distinct
zeroes of the corresponding characteristic polynomial approach each other, the solution obtained using the initial
condition y(0) = 0 ∧ y′(0) = 1 converges continuously to the “screwball” y(x) = xept solution that we find when the
two zeros of the characteristic polynomial are exactly equal to each other. Note that this argument does not establish a
solution for the case where the zeros coincide; it only shows that the transition into that case does not exhibit any
discontinuities.

4. Show that the linear differential equation

ax3y′′′(x) + (b + 3a)x2y′′(x) + (a + b + c)xy′(x) + dy(x) = 0

with a, b, c, d ∈ R has characteristic polynomial

p(x) = ax3 + bx2 + cx + d.

Remark: This solves the inverse problem of constructing an equidimensional linear differential equation that has a
desired characteristic polynomial.

5. Solve the general damped oscillator problem, which is defined as the following initial value problem:
{

y′′(x) + βy′(x) + ω2y(x) = f (x)
y(0) = y0 ∧ y′(x)(0) = y1

with β, ω ∈ (0,+∞) and y0, y1 ∈ R. Distinguish between the following cases:

(a) Case 1: β < 2ω (underdamped oscillator)

(b) Case 2: β = 2ω (critically damped oscillator)

(c) Case 3: β > 2ω (overdamped oscillator)

Remark: It is easier to solve the combined case β 6= 2ω, allowing the use of exponentials of complex numbers for
the underdamped subcase. This gives a common solution form for both cases β < 2ω and β > 2ω, but for the
underdamped case, additional work is then needed to convert the exponentials involving complex numbers into
trigonometric functions. This approach will be more economical than attempting to handle the underdamped case
from scratch.
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Homework: Series solution of linear differential equations



Homework 03: Series solution of linear differential equations

1. Derive the complete series expansion for the following functions around the indicated points and find the correspond-
ing convergence radius

(a) f (x) = ex sin x, around x = x0

(b) f (x) = ex ln(1 + x), around x = x0

2. The binomial series is given by

∀x ∈ (−1, 1) : (1 + x)a =
+∞

∑
0

(
a
n

)
xn

with
(

a
0

)
= 1 and ∀n ∈N∗ :

(
a
n

)
=

n

∏
k=1

a + 1− k
k

(a) Show that:

∀a ∈ (1,+∞) : ∀n ∈N∗ :
(

1/a
n

)
= (−1)n Γ(n− 1/a)

nΓ(n)Γ(−1/a)

(b) For the special case a = −2, show that

∀n ∈N∗ :
(−1/2

n

)
= (−1)n (2n− 1)!!

(2n)!!

with the double factorial n!! defined via:

0!! = 1 ∧ 1!! = 1

∀n ∈N∗ : (2n)!! =
n

∏
k=1

2k ∧ (2n + 1)!! =
n

∏
k=1

(2k + 1)

3. Find all terms of the unique power series solution to the following initial value problem:
{

y′′(x)− 2xy′(x) + 2y(x) = 0
y(0) = 1∧ y′(0) = 0

4. Use the Frobenius method to show that the general homogeneous solution for the equation

4xy′′(x) + 2y′(x) + y(x) = 0

is given by

∀x ∈ (0,+∞) : y(x) = λ1 cos(
√

x) + λ2 sin(
√

x)

5. Use the Frobenius method to show that the general homogeneous solution for the equation

x(1− x)y′′(x) + (1− 5x)y′(x)− 4y(x) = 0

is given by

y(x) = λ1y1(x) + λ2y2(x)

with

y1(x) =
+∞

∑
n=0

(1 + n)2xn

y2(x) = y1(x) ln |x| − 2
+∞

∑
n=1

n(n + 1)xn

1
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Asymptotic methods for ODEs

We distinguish between the following methods:

1. Local analysis: provide an approximate solution which is accurate only in a local region

2. Global methods: provide an approximate solution valid of the entire domain.

(a) Boundary layer theory
(b) Multiple scale analysis

1 Asymptotic relations

Asymptotic methods are centered around the concepts of asymptotic equations and asymptotic
inequalities, given by the following definition:

Definition 1.1. Let f , g be two functions and ler σ be an accumulation point for both functions.
We say that:

f (x) � g(x), as x → σ ⇐⇒ lim
x→σ

f (x)
g(x)

= 0

f (x) � g(x), as x → σ ⇐⇒ g(x) � f (x), as x → σ

f (x) ∼ g(x), as x → σ ⇐⇒ lim
x→σ

f (x)
g(x)

= 1

• The statement f (x) � g(x) reads: “ f (x) is much smaller than g(x) as x → σ”
• The statement f (x) ∼ g(x) reads: “ f (x) is asymptotically equal to g(x)”
• A function cannot be asymptotically equal to zero.
• An immediate consequence of the definitions is that:

f (x) � g(x), as x → σ =⇒ f (x) + g(x) ∼ g(x), as x → σ

• Both relations satisfy the transitive property, which allows intuitive multi-step calculations:
{

f (x) ∼ g(x), as x → σ

g(x) ∼ h(x), as x → σ
=⇒ f (x) ∼ h(x), as x → σ

{
f (x) � g(x), as x → σ

g(x) � h(x), as x → σ
=⇒ f (x) � h(x), as x → σ

• The following results are immediate consequences of the definition and useful in calculations:

∀a, b ∈ R : (a < b =⇒ xa � xb, as x → +∞
1
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∀a, b ∈ R : (a < b =⇒ xa � xb, as x → 0+

∀a ∈ (0,+∞) : ln x � xa, as x → +∞
∀a ∈ (0,+∞) : ln x � x−a, as x → 0+

∀a ∈ (0,+∞) : xa � exp(x), as x → +∞

2 Asymptotic power series

Linear ordinary differential equations at an irregular singular point could be solved by using
asymptotic power series, although doing so is very cumbersome.

Definition 2.1. Let y be a function. We say that y has an asymptotic power series

y(x) ∼
+∞∑

n=0
an(x − x0)γn, as x → x0

if and only if

∀N ∈ N − {0} : y(x) −
N∑

n=0
an(x − x0)γn � (x − x0)γN, as x → x0

• An asymptotic series is not necessarily convergent, however, when truncated, it provides
approximations to the function y(x) that are asymptotically valid in the limit x → x0.
• An asymptotic series will be convergent if and only if

lim
N∈N

+∞∑

n=N

an(x − x0)γn = 0

• If a function y(x) has an asymptotic series of the form

y(x) ∼
+∞∑

n=0
an(x − x0)γn, as x → x0

then the coefficients an are uniquely determined by the following equations:

a0 = lim
x→x0

y(x)

a1 = lim
x→x0

y(x) − a0
(x − x0)γ

an = lim
x→x0

y(x) −
n−1∑

k=0
ak (x − x0)γk

(x − x0)γn ,∀n ∈ N∗

2
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This ensures that, given γ, the asymptotic power series expansion of a function y(x), if it exists,
is unique. However, not every function has an asymptotic power series expansion. In order for a
function to have an asymptotic power series expansion, it is necessary that all of the above limit
calculations converge.
• Although every function y(x) can only have a unique asymptotic expansion, if one exists, each
asymptotic power series expansion is asymptotic to many functions.

3 Properties of asymptotic expansions

• The following theorem shows that we can add, multiply, and divide functions with asymptotic
power series expansions and obtain new functions that also have asymptotic power series
expansions.

Theorem 3.1. Let f , g be two functions with

f (x) ∼
∑

n∈N
an(x − x0)γn, as x → x0

g(x) ∼
∑

n∈N
bn(x − x0)γn, as x → x0

Then, we have:

1. Every linear combination of f and g has an asymptotic series

∀λ, µ ∈ R : λ f (x) + µg(x) ∼
∑

n∈N
(λan + µbn)(x − x0)γn, as x → x0

2. The product f (x)g(x) has an asymptotic series

f (x)g(x) ∼
∑

n∈N
cn(x − x0)γn, as x → x0,

with cn given by

∀n ∈ N : cn =

n∑

k=0
ak bn−k

3. The ratio f (x)/g(x) has an asymptotic series

f (x)
g(x)

∼
∑

n∈N
dn(x − x0)γn, as x → x0,

3
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with dn given by


∀n ∈ N∗ : dn = (1/b0)

[
an −∑n−1

k=0 dk bn−k
]

d0 = a0/b0

• The following theorem shows that if a function has an asymptotic power series expansion,
then the integral of that function also has an asymptotic power series expansion:

Theorem 3.2. Let f be a function. Then, we have:

f (x) ∼
∑

n∈N
an(x − x0)γn, as x → x0 =⇒

=⇒
∫ x

x0

f (t) dt ∼
∑

n∈N

an(x − x0)γn+1

γn + 1
, as x → x0

• Differentiation of asymptotic series expansions does not always work. There is a complicated
collection of theorems called Tauberian theorems that can be used to justify differentiation. For
the local analysis of ODEs, the following result can be used:

Theorem 3.3. If y(x) is a solution to a linear ODE of the form

y(n) + pn−1(x)y(n−1) + · · · + p1(x)y′ + p0(x)y = 0

given by

y(x) ∼
∑

n∈N
an(x − x0)γn, as x → x0

and the functions pk (x) are asymptotic to power series of the form

∀k ∈ {0, 1, . . . , n} : pk (x) ∼
∑

n∈N
bnk (x − x0)γn, as x → x0

then y(x) can be differentiated term-by-term n times, with

∀k ∈ {1, 2, . . . , n} : y(k) (x) ∼
∑

n∈N
an(d/dx)k (x − x0)γn, as x → x0

4 Method of dominant balance

• There is no general theory for solving linear ODEs near an irregular singular point. However,
there is an ad hoc asymptotic method known as the method of dominant balance.

4
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• Suppose that the linear ODE y′′(x) + p(x)y′(x) + q(x)y(x) = 0 has an irregular singular point
x0. We are expecting to find general solutions of the form:

y(x) ∼ `(x)
∑

n∈N
an(x − x0)γn, as x → x0

where `(x) is the leading-order factor of the solution, which is expected to have an essential
singularity at x = x0, that involves `(x) having a factor

`0(x) = exp[a(x − x0)−b with b > 0

By contrast, for regular singular points x = x0, we have seen that the leading-order factor of the
solution typically takes the form `(x) = |x − x0 |λ, which does not have an essential singularity.
• To find the leading-order factor `(x), we work as follows:

1. Define S(x) such that y(x) = exp(S(x)). Then, we have:

y′(x) = S′(x) exp(S(x)) = S′(x)y(x)
y′′(x) = S′′(x)y(x) + S′(x)y′(x) = S′′(x)y(x) + S′(x)[S′(x)y(x)]

= [S′′(x) + [S′(x)]2]y(x)

and the linear ODE is equivalently

y′′(x) + p(x)y′(x) + q(x)y(x) = 0
⇐⇒ [S′′(x) + [S′(x)]2 + p(x)S′(x) + q(x)]y(x) = 0
⇐⇒ S′′(x) + [S′(x)]2 + p(x)S′(x) + q(x) = 0

2. If x0 is an irregular singular point of the equation, then we can guess that perhaps
S′′(x) � [S′(x)]2, as x → x0. If we assume so, then we obtain the following asymptotic
differential equation:

[S′(x)]2 + p(x)S′(x) ∼ −q(x), as x → x0

3. To solve this equation, we assume that there is dominant balance between two out of three
terms, meaning that the third term is subdominant, and use that to solve for S(x). Then, we
check whether the solution satisfies the subdominance assumption, and if it doesn’t then it
is inconsistent and another combination should be attempted. For example:

(a) We can assume that [S′(x)]2 � p(x)S′(x), as x → x0 and solve the equation
p(x)S′(x) ∼ −q(x), as x → x0.

5
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(b) We can assume that [S′(x)]2 � p(x)S′(x), as x → x0 and solve the equation
[S′(x)]2 ∼ −q(x), as x → x0.

4. When a self-consistent solution is found, we confirm that it also satisfies the assumption
S′′(x) � [S′(x)]2, as x → x0

5. Let S0(x) be the resulting leading contribution to S(x). To find the next-order contribution,
write S(x) = S0(x) + C(x) and substitute to the exact governing equation for S(x), to
obtain an exact governing equation for C(x).

6. Assume that C(x) � S0(x), as x → x0, and try to solve for C(x) by using some self-
consistent dominant balance between two terms of the resulting asymptotic equation.
Some simplifications could be introduced as a consequence of the assumption C(x) �
S0(x), as x → x0.

7. This process is repeated recursively to obtain S(x) ∼ S0(x) + S1(x) + · · · , as x → x0 until
we encounter a logarithmic term a ln |x − x0 |, which is the weakest possible singularity, for
a leading factor that contains an essential singularity.

• The assumption S′′(x) � [S′(x)]2, as x → x0, is a consequence of the expectation that the
solution of a linear ODE near an irregular singular point is likely to have an essential singularity.
To show that, assume that

y(x) = exp[a(x − x0)−b with b > 0

Then, we have:

S(x) = ln y(x) = a(x − x0)−b =⇒ S′(x) = −ab(x − x0)−(b+1)

=⇒
{

S′′(x) = ab(b + 1)(x − x0)−(b+2)

(S′(x))2 = (ab)2(x − x0)−(2b+2)

=⇒
{

S′′(x) = ab(b + 1)(x − x0)−(b+2)

(S′(x))2 = (ab)2(x − x0)−(2b+2)

=⇒ lim
x→x0

S′′(x)
[S′(x)]2 = lim

x→x0

ab(b + 1)(x − x0)−(b+2)

(ab)2(x − x0)−(2b+2) =

=
b + 1

ab
lim

x→x0
(x − x0)b = 0

=⇒ S′′(x) � [S′(x)]2, as x → x0

therefore the assumption is satisfied.

6
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• Furthermore, we can argue that if the point x = x0 is regular singular, then the same assumption
is not satisfied. To show that, assume that

y(x) = |x − x0 |λ

Then, we have:

S(x) = ln y(x) = λ ln |x − x0 | =⇒ S′(x) =
λ

x − x0

=⇒


S′′(x) =
−λ

(x − x0)2

(S′(x))2 =
λ2

(x − x0)2

=⇒ [S′(x)]2 ∼ −λS′′(x), as x → x0

therefore the assumption is not satisfied.

Example 4.1. Find the leading order solutions to the equation

y′′(x) + (2/x)y′(x) − (1/x4)y = 0, as x → 0

Solution. Let y(x) = exp(S(x)). Then, we have y′(x) = S′(x)y(x) and y′′(x) = [S′′(x) +
(S′(x))2]y(x) and it follows that

y′′(x) + 2x−1y′(x) − x−4y = 0⇐⇒ S′′(x) + (S′(x))2 + 2x−1S′(x) − x−4 = 0

Assume that S′′(x) � (S′(x))2, as x → 0 and consider the asymptotic equation

(S′(x))2 + 2x−1S′(x) ∼ x−4, as x → 0

•We investigate the assumption that (S′(x))2 � 2x−1S′(x), as x → 0. Then, we have

2x−1S′(x) ∼ x−4, as x → 0⇐⇒ S′(x) ∼ (1/2)x−3, as x → 0
⇐⇒ S(x) ∼ (−1/4)x−2, as x → 0

To check for consistency, we note that

(S′(x))2 ∼ (1/4)x−6 ∼ (2x−1)(1/8)x−5 � (2x−1)(1/2)x−3 ∼ 2x−1S′(x), as x → 0

which contradicts with the assumption (S′(x))2 � 2x−1S′(x), as x → 0. Therefore, this is not
the dominant balance.
•We investigate the assumption that (2/x)S′(x) � (S′(x))2. Then, we have

(S′(x))2 ∼ x−4, as x → 0⇐⇒ S′(x) ∼ ±x−2, as x → 0

7
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⇐⇒ S(x) ∼ ±
∫

x−2dx ∼ ∓x−1, as x → 0

To check for consistency, we note that

S′(x) ∼ ±x−2, as x → 0 =⇒
{

(S′(x))2 ∼ x−4

2x−1S′(x) ∼ ±2x−3 , as x → 0

=⇒ 2x−1S′(x) � (S′(x))2, as x → 0

which confirms the consistency.
• To confirm the main underlying assumption, we note that

{
S′′(x) ∼ ∓2x−3

(S′(x))2 ∼ x−4 , as x → 0 =⇒ S′′(x) � (S′(x))2, as x → 0

We have thus shown that the dominant balance is consistent and the leading order term is
S(x) ∼ ±x−1.
• Subleading contribution: Define S(x) = ±x−1+C(x) and assume thatC(x) � ±x−1, as x →
0. Then, we have:

S′(x) = ∓x−2 + C′(x)

S′′(x) = ±2x−3 + C′′(x)

[S′(x)]2 = (∓x−2 + C′(x))2 = [C′(x)]2 ∓ 2x−2C′(x) + x−4

and it follows that

S′′(x) + [S′(x)]2 + 2x−1S(x) − x−4 = 0
⇐⇒ [±2x−3 + C′′(x)] + [[C′(x)]2 ∓ 2x−2C′(x) + x−4] + 2x−1(±x−1 + C(x)) − x−4 = 0
⇐⇒ ±2x−3 + C′′(x) + [C′(x)]2 ∓ 2x−2C′(x) ± 2x−2 + 2x−1C(x) = 0
⇐⇒ C′′(x) + [C′(x)]2 ∓ 2x−2C′(x) + 2x−1C(x) = ∓2x−3 ∓ 2x−2

Since x−2 � x−3, as x → 0, it follows that C(x) satisfies the following asymptotic equation:

C′′(x) + [C′(x)]2 ∓ 2x−2C′(x) + 2x−1C(x) ∼ ∓2x−3, as x → 0

This equation can be further simplified because

C(x) � ±x−1, as x → 0 =⇒ C′(x) � ∓x−2, as x → 0
=⇒ [C′(x)]2 = C′(x)C′(x) � x−2C′(x), as x → 0
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resulting in the simplification:

C′′(x) ∓ 2x−2C′(x) + 2x−1C(x) ∼ ∓2x−3, as x → 0

If C(x) follows a power law or logarithmic dependence on x, then we may expect both
C′(x) and C′′(x) to follow power law dependence on x, from which we would expect that
C′′(x) ∼ x−1C′(x), as x → 0. Consequently, we assume that C′′(x) � 2x−2C′(x), as x → 0.
This simplifies the asymptotic equation to:

∓2x−2C′(x) + 2x−1C(x) ∼ ∓2x−3, as x → 0⇐⇒ ∓C′(x) + xC(x) ∼ ∓x−1, as x → 0

To find the appropriate dominant balance, we distinguish between the following cases:
• Case 1: Assume that: C′(x) � xC(x), as x → 0. Then, we have:

xC(x) ∼ ∓x−1, as x → 0⇐⇒ C(x) ∼ ∓x−2, as x → 0

which is inconsistent because
{

C′(x) ∼ ± − 2x−3

xC(x) ∼ ∓x−1 , as x → 0 =⇒ xC(x) � C′(x), as x → 0

We conclude that this case is inconsistent.
• Case 2: Assume that: xC(x) � C′(x), as x → 0. Then, we have:

∓C′(x) ∼ ∓x−1, as x → 0⇐⇒ C′(x) ∼ x−1, as x → 0⇐⇒ C(x) ∼ ln |x |, as x → 0

To check for consistency, we note that:

lim
x→0

xC(x)
C′(x)

= lim
x→0

x ln |x |
x−1 = lim

x→0

ln |x |
x−2 = lim

x→0

x−1

−2x−3 = lim
x→0

−x2

2
= 0

=⇒ xC(x) � C′(x), as x → 0

therefore this case is consistent.
Furthermore, we confirm the remaining dominant balance assumptions by noting that

C(x) ∼ ln |x | � ±x−1, as x → 0

and

C(x) ∼ ln |x |, as x → 0 =⇒
{

C′(x) ∼ x−1

C′′(x) ∼ −x−2 , as x → 0

=⇒
{

x−2C′(x) ∼ x−3

C′′(x) ∼ −x−2 , as x → 0
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=⇒ C′′(x) � x−2C′(x), as x → 0

We have thus confirmed all assumptions needed for consistency and conclude that

S(x) ∼ ±1/x + ln |x |, as x → 0 =⇒ y(x) ∼ exp(1/x + ln |x |) ∼ |x |e±1/x, as x → 0

Thus, the leading order term of the solution is

y(x) ∼ |x |e±1/x, as x → 0

�

Example 4.2. Find the leading order solutions to the equation

x3y′′(x) = y(x)

Solution. Let y(x) = exp(S(x)). Then, we have y′(x) = S′(x)y(x) and y′′(x) = [S′′(x) +
(S′(x))2]y(x) and it follows that

x3y′′(x) = y ⇐⇒ x3[S′′(x) + (S′(x))2]y(x) = y(x) ⇐⇒ S′′(x) + (S′(x))2 = x−3

• Assume that S′′(x) � (S′(x))2, as x → 0.Then, we have:

(S′(x))2 ∼ x−3, as x → 0⇐⇒ S′′(x) ∼ ±x−3/2, as x → 0

⇐⇒ S(x) ∼ ± x−1/2

−1/2
∼ ∓2x−1/2, as x → 0

• To check for consistency we note that

S′′(x) = (S′(x))′ ∼ (±x−3/2)′ = ∓(3/2)x−5/2 � x−3 ∼ (S′(x))2, as x → 0
=⇒ S′′(x) � (S′(x))2, as x → 0

We conclude that the dominant balance is consistent.
• Subleading solution: Now consider the subleading contribution

S(x) = ∓2x−1/2 + C(x) with C(x) � x−1/2, as x → 0

Then, we have:

S′(x) = ∓2(−1/2)x−3/2 + C′(x) = ±x−3/2 + C′(x)

S′′(x) = ∓(3/2)x−5/2 + C′′(x)

(S′(x))2 = [C′(x) ± x−3/2]2 = (C′(x))2 ± 2x−3/2C′(x) + x−3
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and it follows that

S′′(x) + (S′(x))2 = x−3 ⇐⇒
⇐⇒ ∓(3/2)x−5/2 + C′′(x) + (C′(x))2 ± 2x−3/2C′(x) + x−3 = x−3

⇐⇒ C′′(x) + (C′(x))2 ± 2x−3/2C′(x) = ±(3/2)x−5/2

• To construct a dominant balance we note that:

C(x) � x−1/2, as x → 0 =⇒ C′(x) � x−3/2, as x → 0
=⇒ (C′(x))2 � x−3/2C′(x), as x → 0

and we assume that C′′(x) � 2x−3/2C′(x), as x → 0. Then, we have the following dominant
balance

±2x−3/2C′(x) ∼ ±(3/2)x−5/2, as x → 0⇐⇒ C′(x) ∼ (3/4)x−1, as x → 0
⇐⇒ C(x) ∼ (3/4) ln |x |, as x → 0

• To check for consistency we note that

2x−3/2C′(x) ∼ 2x−3/2[(3/4)x−1 ∼ (3/2)x−5/2 � −(3/4)x−2 ∼ C′′(x), as x → 0
=⇒ C′′(x) � 2x−3/2C′(x), as x → 0

We conclude that the dominant balance is consistent and therefore:

S(x) ∼ ±2x−1/2 + (3/4) ln |x |, as x → 0 =⇒ y(x) ∼ |x |3/4 exp(∓2/
√

x), as x → 0

�

5 General nth-order Schrodinger equation

The previous example is a special case of the more general nth-order Schrodinger equation
problem, for which a very general solution can be established for an asymptotic solution around
an irregular singular point.
Theorem 5.1. Consider the equation y(n) (x) = Q(x)y(x) and assume that

Q′(x) � Q(x)1/n+1, as x → σ

with σ = 0± or σ = ±∞. Then, the leading solutions of the equation are:

y(x) ∼ |Q(x) |µ exp

(
ω

∫
Q1/n(x) dx

)
, as x → σ

µ =
1 − n

n2

with ω one of the nth the roots of unity, such that ωn = 1.
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Remark 1. The condition Q′(x) � Q(x)1/n+1, as x → σ follows from assuming that there is
an irregular singular point at x → σ. For example, consider the case Q(x) = xa and define ∆
such that Q′(x)/Q1/n+1(x) ∼ ax∆, as x → σ. Then, we have:

∆ = (a − 1) − a(1/n + 1) = a − 1 − a/n − a = −1 − a/n = −(a + n)/n

and therefore

Q′(x) � Q1/n+1(x), as x → 0+ ⇐⇒ ∆ > 0⇐⇒ a + n < 0⇐⇒ a < −n

We have thus shown that this condition is indeed equivalent to the necessary and sufficient
condition for the equation y(n) (x) − xay(x) = 0 having an irregular singular point at x = 0.

Proof. Define S(x) such that y(x) = exp(S(x)). To find the leading term, we assume that
S′′(x) � (S′(x))2, as x → σ. We shall use proof by induction to show that it follows that:

∀n ∈ N − {0, 1} : y(n) (x) ∼ [S′(x)]ny(x)

• For n = 2, we have:

y′(x) = (exp(S(x)))′ = S′(x) exp(S(x)) = S′(x)y(x)

and therefore,

y′′(x) = (S′(x)y(x))′ = S′′(x)y(x) + S′(x)y′(x)
= S′′(x)y(x) + S′(x)[S′(x)y(x)]
= [S′′(x) + (S′(x))2]y(x)

∼ (S′(x))2y(x), as x → σ [ via S′′(x) � (S′(x))3]

• For n = k, we assume that y(k) (x) ∼ (S′(x))k y(x), as x → σ.
• For n = k + 1, we will show that y(k+1(x) ∼ (S′(x))k+1y(x), as x → σ. from the induction
hypothesis, we have:

y(k+1) (x) ∼ [(S′(x))k y(x)]′

∼ [(S′(x))k]′y(x) + (S′(x))k y′(x)

∼ k (S′(x))k−1S′′(x)y(x) + (S′(x))k[S′(x)y(x)]
∼ [k (S′(x))k−1S′′(x) + (S′(x))k+1]
∼ (S′(x))k+1y(x)[k (S′′(x)/(S′(x))2) + 1]
∼ (S′(x))k+1y(x), as x → σ [ via S′′(x) � (S′(x))2]
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We have thus shown, by induction, that y(n) (x) ∼ (S′(x))ny(x), as x → σ, for all n ∈ N with
n ≥ 2. From the resulting dominant balance on the governing equation y(n) (x) = Q(x)y(x), we
obtain:

(S′(x))ny(x) ∼ Q(x)y(x), as x → σ ⇐⇒ (S′(x))n ∼ Q(x), as x → σ

⇐⇒ S′(x) ∼ ωQ1/n(x), as x → σ

⇐⇒ S(x) ∼ ω
∫

Q1/n(x) dx, as x → σ

To confirm the dominant balance assumption S′′(x) � (S′(x))2, as x → σ, we argue as
follows:

S′′(x) ∼ ω(Q1/n(x))′ ∼ ωQ1/n−1(x)Q′(x)

� ω2Q1/n−1(x)Q1/n+1(x) [ via Q′(x) � Q1/n+1(x)]
∼ ω2Q2/n(x) ∼ [ωQ1/n(x)]2 ∼ (S′(x))2, as x → σ

=⇒ S′′(x) � (S′(x))2, as x → σ

• To obtain the subleading contribution, we write

S(x) = C(x) + ω
∫

Q1/n(x) dx

assuming that

C(x) � ω

∫
Q1/n(x) dx, as x → σ

and we derive a dominant balance asymptotic equation for C(x). Instead of working with the
exact governing equation for C(x), which is very cumbersome to write explicitly, we can begin
with an asymptotic equation for C(x), as long as enough terms are included for canceling out
the leading contributions and capturing the leading behavior of C(x). We use as a starting point

y(n−1) (x) ∼ (S′(x))n−1y(x), as x → σ

and write

y(n) (x) ∼ [(S′(x))n−1]′y(x) + (S′(x))n−1S′(x)y(x)

∼ [(n − 1)(S′(x))n−2S′′(x) + (S′(x))n]y(x), as x → σ

From the governing equation, we have:

y(n) (x) = Q(x)y(x) ⇐⇒ (n − 1)(S′(x))n−2S′′(x) ∼ Q(x) − (S′(x))n, as x → σ
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For the LHS, we have:

S(x) = C(x) + ω
∫

Q1/n(x) dx ∼ ω
∫

Q1/n(x) dx, as x → σ

=⇒ S′(x) ∼ ωQ1/n(x), as x → σ

=⇒ S′′(x) ∼ ω(1/n)Q1/n−1(x)Q′(x) ∼ (1/n)[ωQ1/n(x)][Q′(x)/Q(x)], as x → σ

=⇒ (n − 1)(S′(x))n−2S′′(x) ∼ (n − 1)[ωQ1/n(x)]n−2(1/n)[ωQ1/n(x)][Q′(x)/Q(x)]

∼ n − 1
n

[ωQ1/n(x)]n−1[ln |Q(x) |]′, as x → σ

Likewise, for the RHS, we have:

Q(x) − [S′(x)]n = Q(x) − [C(x) + ωQ1/n(x)]n

= Q(x) − [Q(x) + nC′(x)(ωQ1/n(x))n−1 +O((C′(x))2)]
∼ −nC′(x)[ωQ1/n(x)]n−1, as x → σ

The dominant balance between the LHS and RHS gives:

(n − 1)(S′(x))n−2S′′(x) ∼ Q(x) − [S′(x)]n, as x → σ

⇐⇒ n − 1
n

[ωQ1/n(x)]n−1[ln |Q(x) |]′ ∼ −nC′(x)[ωQ1/n(x)]n−1, as x → σ

⇐⇒ C′(x) ∼ 1 − n
n2 [ln |Q(x) |]′, as x → σ

⇐⇒ C(x) ∼ 1 − n
n2 ln |Q(x) |, as x → σ

To confirm that C(x) is a subleading contribution, we use the hypothesis Q′(x) � Q1/n+1(x) to
argue that:

C′(x) ∼ 1 − n
n2 [ln |Q(x) |]′ ∼ 1 − n

n2
Q′(x)
Q(x)

� Q1/n+1(x)
Q(x)

∼ Q1/n(x), as x → σ

=⇒ C′(x) � ωQ1/n(x), as x → σ

=⇒ C(x) � ω

∫
Q1/n(x) dx, as x → σ

We conclude that

y(x) = exp(S(x)) ∼ exp
(
1 − n

n2 ln |Q(x) | + ω
∫

Q1/n(x) dx
)

∼ |Q(x) |(1−n)/n2
exp

(
ω

∫
Q1/n(x) dx

)
, as x → σ

This concludes the argument. �
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Example 5.2. Find the leading solution to the equation y′′(x) = y/x5 as x → 0+.

Solution. For n = 2 and Q(x) = x5, we confirm that

Q′(x)
Q1/n+1(x)

=
(x−5)′

(x−5)1/2+1 =
−5x−6

(x−5)3/2 =
−5x−12/2

x−15/2 = −5x3/2

=⇒ lim
x→0+

Q′(x)
Q1/n+1(x)

= lim
x→0+

(−5x3/2) = 0 =⇒ Q′(x) � Q(x)1/n+1, as x → 0+

so the required assumption is satisfied. Since,
∫

Q1/n(x) dx =
∫

(x−5)1/2 dx =
∫

x−5/2 dx =
x−3/2

−3/2
=
−2

3x
√

x

and
1 − n

n2 =
1 − 2

22 =
−1
4

it follows that the leading term of the asymptotic solution is given by

y(x) ∼ c |Q(x) |(1−n)/n2
exp

(
ω

∫
Q1/n(x) dx

)

∼ c |x−5 |−1/4 exp
( −2ω
3x
√

x

)
∼ cx5/4 exp

( −2ω
3x
√

x

)
, as x → 0+

�

Example 5.3. Find the leading order solution of the Airy equation y′′(x) = xy(x) as x → +∞.
Solution. This is a special case of y(n) (x) = Q(x)y(x) with n = 2 and Q(x) = x. We confirm
that

Q′(x)
Q1/n+1(x)

=
(x)′

(x)1/2+1 =
1

x3/2 =⇒ lim
x→+∞

Q′(x)
Q1/n+1(x)

= lim
x→+∞

1
x3/2 = 0

=⇒ Q′(x) � Q1/n+1(x), as x → +∞
It follows that since

∫
Q1/n(x) dx =

∫
x1/2 dx ∼ x3/2

3/2
∼ (2/3)x3/2, as x → +∞

1 − n
n2 =

(1 − 2)
22 =

−1
4
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It follows that the leading order term of the solution is given by

y(x) ∼ CQ(1−n)/n2
(x) exp

(
ω

∫
Q1/n(x) dx

)

∼ Cx−1/4 exp(ω(2/3)x3/2)

∼ Cx−1/4 exp
(
±2x3/2

3

)
, as x → +∞

�
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