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Abstract
Recently, as the risk of crime and accidents increases, interest in security and surveillance of individuals and the public is
increasing rapidly, and video surveillance system technology is continuously developing. Reliable object detection in the system
is the basis of all elements using image information and it is used in various applications using the information, so accurate object
detection and tracking are needed. Therefore, we propose a system for analyzing images with a knowledge-based deep learning
technology for multi-object recognition and tracking enhancement. Algorithms for recognizing objects using existing convolu-
tion neural network (CNN) classifiers have a problem that it is difficult to process in real time because the processing time is
increased when there are a lot of objects to be classified in the image. Therefore, we propose an algorithm that combines optical
flow while maintaining the recognition performance through a knowledge-based CNN. An optical flow-based tracker can
forecast the position of objects in the next frame based on the position of objects in the current frame. A CNN-based detector
can detect the position of objects through a knowledge-based mining method between the two images. CNN-based detectors also
carry out mining method on current frame information. This detector can select more capacity features based on the background
to more accurately forecast the location of the tracked targets and targets. The fusion of the tracker and detector compensates for
accumulated errors that can occur in the tracker and for drift from the detector. The experimental results show that the proposed
algorithm combining CNN and optical flow can detect and trace multiple objects in a video stream, and can carry out robust
detection and tracing even in a complex environment.
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1 Introduction

Moving objects, motion tracking, and human detection are
widely used in video conferencing systems and real-time sur-
veillance systems [1–3]. Among them, real-time surveillance
systems have the ability to automatically detect and track the
presence of objects in an environment where not many mov-
ing objects appear and are mainly applied to computer vision
systems that can replace human roles [2, 4]. This research has
been used especially in the security surveillance field, weather
observation system, intelligent traffic control system, and

military field [4–6]. In addition, various studies are being con-
ducted for high accuracy and fast processing for object recog-
nition and tracking. Advances in information technology are
increasing the need for surveillance to prevent theft and leak
information [2, 7, 8]. Therefore, knowledge-based computing
technologies, such as tracking and detection technologies of
moving objects, have emerged as important technologies in
the field of surveillance related to security.

Especially, the technology to determine the location of an
object or region of interest that exists in surveillance images is
an important issue in the field of research related to computer
vision [2, 3]. Information about the location of an object is
useful when it is necessary to infer high-level information and
can help reduce the computation. Determining the position of
an object from a given image can be done with two treatments
[9–11]. The first is object detection and the second is object
tracking. For the former, we first extract the features from the
image and then learn the model related to the class of the
object from this through the prior knowledge. Once the image
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is given, the object can be detected using the learned model.
Therefore, a machine learning model is mainly used for detec-
tion. On the other hand, in the latter case, only the pixel infor-
mation of the region of interest to be searched is given rather
than the object class to be searched, and the region having the
highest similarity is searched for from the newly inputted im-
age frame. That is, the object detection refers to a method of
finding a previously known object on an input image, and the
object tracking refers to a technique of finding an object using
morphological similarity between adjacent frames in a mov-
ing image [12–14]. However, the experimental image or real
scene in which the object to be tracked exists can have various
scenarios, and the image quality and resolution also vary [11,
14]. Therefore, the abovementioned conventional tracking
techniques cannot guarantee a high success rate in all of these
situations. Recently, a method combining object detection and
tracking has also been studied. This method is called tracking
by detection. Various methods of machine learning are used to
learn the detector to detect the object.

The factors that make it difficult to track objects in image
recognition using existing object detection algorithms, include
sudden movements of objects, changes in objects or scenes,
shape changes of objects, occlusion due to the surrounding
background, and changes in illumination. To cope with these
factors, real-time object detection and tracking and learning
algorithms that perform continuous learning of change are
being studied. Therefore, we propose our method combining
convolution neural network (CNN) and optical flow that
multi-object detection and tracking using machine learning
is based on the knowledge for a video surveillance system.
The optical flow-based tracker can forecast the position of
objects in the next frame based on the position of objects in
the current frame. The CNN-based detector can detect the
position of objects through the knowledge-based mining
method between the two images [15, 16].

The rest of the section in this paper consists of the follow-
ing. Section 2 introduces object detection and machine learn-
ing method, and Section 3 describes the proposed method.
Section 4 shows the performance of the proposed method
through experimental results. Finally, conclusions are given
and future researches are explained in Section 5.

2 Related work

Important technologies in the field of image analysis include
object detection, object classification, and object tracking [17,
18]. First, object detection defines the object of interest through
the feature of the object’s movement, shape, and shape in the
input image and detects the object in the image [4, 5]. Object
classification refers to classifying objects detected by methods,
such as object detection into people, vehicles, and signs accord-
ing to need, and classification methods according to need are

very diverse [19]. Finally, object tracking means to perform
motion path and path prediction of the object of interest selected
by object detection and classification in a series of image
frames. In this session, we briefly overview the technology of
detecting and tracking multiple objects.

2.1 Object detection

Object detection requires an image processing technique to
detect an object in an image captured by a camera. Object
detection requires a process to distinguish foreground and
background. However, since the computer cannot distinguish
the foreground and the background from the image itself, the
image processing technology capable of distinguishing the
foreground and the background is required [20, 21]. Image
processing technology analyzes and provides image informa-
tion so that it can process and understand the characteristics of
the image and the information required for the system.

2.1.1 Background subtraction

Background subtraction algorithm is the most widely used
method for detecting objects moving within a still image,
and the computation cost is relatively low compared to other
methods [20]. Background subtraction technique uses the dif-
ference between the pre-modeled background and the current
frame. At this time, if the difference value is larger than a
specific threshold value, it is separated into the foreground
(Fig. 1).

The pixel-based calculation is expressed as the following
Eqs. (1) and (2):

ΔX x; yð Þ ¼ X t x; yð Þ−X t−1 x; yð Þj j ð1Þ

D x; yð Þ ¼ 1 if ΔX > T
0 otherwise

�
ð2Þ

In Eq. (1), ΔX(x, y) represents the difference in brightness
value at the coordinates (x, y) in the image. Also, Xt(x, y)
means the brightness value at the coordinates (x, y) in the
image of the current frame. Xt − 1(x, y) denotes the brightness
value at the coordinates (x, y) in the image of the previous
frame. In Eq. (2), D(x, y) denotes the binarized difference im-
age, and T denotes the threshold value. If the value of Eq. (1)
is larger than a specific threshold value T, it is expressed as 1.
If it is smaller than or equal to 0, the binarized difference
image D(x, y) is generated. In the binarized difference image
D(x, y), the foreground is denoted by 1 and the background is
represented by 0. As a result, the binarized difference image
D(x, y) is obtained in which the foreground is white and the
background is black. This method can be applied to a contin-
uous frame to distinguish the background from the foreground
in the image, and it is possible to detect the object quickly
because the operation cost is relatively low. However, there
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is a problem that a different image may not be correctly ob-
tained due to the movement of a camera, noise of an image,
sudden change of illumination, shadow, and the like.

2.1.2 Gaussian mixture model

As mentioned above, there are some problems in separating
the foreground and the background by applying the back-
ground difference technique to an actual general image [21,
22]. Much research has been done to separate the foreground
and the background in a slightly better way. One of them, the
Gaussian mixture model, is a method published by Stauffer
and Grimson in 1999, which forms a background by separat-
ing foregrounds by modeling a mixture of k Gaussian proba-
bility distributions for each pixel of the image.

First, the expression of the Gaussian mixture model with
each pixel value {1,……, Xt} and k Gaussian models can be
expressed as follows (Fig. 2):

P X tð Þ ¼ ∑
k

i¼1
ωi;t � η X t;μi;t;∑

i;t

 !
ð3Þ

In this case, k is the number of Gaussian models with a
value of 3 to 5 and Xt is the value of the current pixel. μi, t is
the weight of the ith Gaussian model in time t, ωi, t is the
average of the ith Gaussian model in time t, and ηi, t represents
the covariance matrix of the ith Gaussian model in time t.
Also, μ represents a Gaussian probability density function
defined by the following expression (4):

η X t;μ;∑ð Þ ¼ 1

2π
π
2 ∑j jπ2 e

−1
2 X t−μtð ÞT∑−1

X t−μtð ð4Þ

The k Gaussian distributions are ordered by ω/σ, and the
first distribution, B is represented by the background model:

B ¼ argminb ∑
b

k¼1
ωk > T

� �
ð5Þ

2.2 Machine learning

Machine learning is literally a machine learning. Assuming
that Y = F(X), the previous algorithms have implemented a
function F() for input X to generate the desired output Y.
This has been used for a long time and has been used in most
engineering applications today. However, machine learning
can be defined as a process breaking this framework. It is a
sort of black box solution that maps a large amount of input X
to the desired output Y and finds F() itself on the machine
itself. There are many kinds of machine learning. The neural
network (NN) which became famous in the advent of AlexNet
in 2014, including well-known algorithms such as AdaBoost,
Random Forest, and SVM (support vector machine).

2.2.1 Boosting

Boosting algorithm is a classification scheme that produces
weak detectors from the learning data and makes them se-
quentially detectable, thereby creating a strong detector with
high accuracy [23–25]. The sequential inspection method of
cascade classifier method is used. The AdaBoost (adaptive
boosting) algorithm is an algorithm developed to improve
the performance of the next learning process by weighting
the detector that yields more than 50 % of the results [25, 26].

The basic algorithm of boosting assigns classes as 0 and 1
to learning data, and assigns initial weight to all n equalizers

Fig. 2 Gaussian mixture
modeling

Fig. 1 Background modeling
result
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for n detectors using feature information. Thereafter, it iterates
T times and changes each weight so that the total error value is
minimized. If the reliability of the detector is less than 50%, it
is automatically excluded because it is an inaccurate result
than the random selection, and it is judged whether or not to
detect by the weighted sum of weak detectors as in Eq. (6).

h xð Þ ¼ 1
0

∑
T

t¼1
atht xð Þ≥ 1

2
∑
T

t¼1
at

otherwise

8<
: ð6Þ

2.2.2 SVM (support vector machine)

SVM works by finding hyperplanes that can classify them
among data with multiple classes [27, 28]. It distinguishes it
from other classification algorithms in that it finds a hyper-
plane with the largest margin of data among the many hyper-
planes that can classify the data. Margin refers to the minimum
distance (vertical distance) between hyperplane and data with
different classes, where the vector closest to the hyperplane is
defined as a support vector set [28–30]. The vector of the
hyperplane is gradually adjusted to the misclassified samples
on the hyperplane generated by the selected support vector set.
The hyperplane can be expressed in all types of linear and
nonlinear shapes, and there is also a method of classifying
an existing vector into a hyperplane by mapping an extended
vector using a kernel method. Although it is an algorithm
developed for binary classification, it is often used in object
recognition research through multiclass SVM of various ad-
vanced methods considering multiclassification. In general,
when SVM has a relatively small number of learning data, it
shows superior performance compared to other learning algo-
rithms, and it has amerit of less calculation cost. Because of its
sensitivity to parameter and kernel selection, it is important to
choose the appropriate method depending on the type of data
in the application phase.

3 Proposed method

One of the deep running algorithms, CNN, is one of the clas-
sifiers that have been spotlighted for their excellent perfor-
mance in image signal processing. CNN is an artificial neural
network that is designed to mimic human visual processing
and is suitable for data processing. It has good performance in
both video and audio signal processing compared to other
deep learning structures, performing and emerging as the next
generation of core classification algorithms.

Therefore, it is better to use CNN to do object recognition
than to use other machine learning classification algorithms.
However, the algorithm for recognizing objects using existing

CNN classifiers has a problem that the processing time is
increased and the real-time processing is difficult when the
objects are classified in the image. In this paper, we propose
a new method of recognizing objects by combining optical
flows while extracting knowledge about various object and
object characteristics in the image and maintaining recogni-
tion performance using CNN.

3.1 CNN (convolution neural network)

Recently, various studies such as image recognition, voice clas-
sification and recognition, and object detection have been con-
ducted through deep learning, which has been proven in the area
of machine learning due to the influence of the high-
performance hardware (GPU) and big data [31–33]. CNN is a
deep learning model proposed to overcome the problems of
overfitting, local optimum convergence, and vanishing gradient
through the structure of existing artificial neural networks [31].

Currently, CNN’s speed has been greatly improved due to
the high performance of hardware and the development of big
data. You can easily collect the data needed for learning su-
pervised and unsupervised learning, such as ImageNet, Flickr,
and INRIA Person dataset, which provide photo sharing ser-
vices. Many problems have been solved and it shows excel-
lent performance in object classification and object detection.
Unlike traditional object detection and learning methods,
CNN has an excellent ability to automatically generate fea-
tures for input images and has the advantages of feature ex-
traction and learning in one structure.

CNN has a structure in which the knowledge-based features
are created and classified by self-learning within the network. In
order to detect an object, a feature point representing the feature
of the knowledge based on the object is extracted, and the cor-
responding object is confirmed through the classifier using the
extracted feature points. Each plane is a feature map, a set of
units that are constrained so that the weights are the same. The
input plane on each layer receives the processed image. That is,
each unit in a layer receives input from a set of units found in
small neighbor units in the previous layer. We can extract prim-
itive knowledge-based features such as directionality, endpoints,
and edges with local acceptance fields and neurons. Figure 3
demonstrates the structure of CNN.

In Fig. 3, CNN consists of feature extraction and classifi-
cation. Feature extraction extract features use convolution and
subsampling.

The convolution layer performs a convolution operation on
the feature map generated through each step. The convolution
mask used in the convolution operation and the element by
element multiplication of the feature map are used, as shown
in Fig. 4. The learning samples are learned in the proper for-
mat with prior knowledge and the line masks are used differ-
ently for each layer. Convolution masks are used differently
for each layer do. The weight used in the convolution

388 Pers Ubiquit Comput (2022) 26:385–394



operation is obtained during the learning process. Convolution
is calculated and Eq. 7 shows how to calculate convolution.

yij ¼ ∑
K−1

p¼0
∑
K−1

q¼0
xiþp; jþq*ωpq ð7Þ

In Eq. 7, i and j represent rows and columns and K is the
size of the convolution mask. w represents a weight, x repre-
sents an input value, and y represents an output value. The
subsampling extracts the maximum or minimum value in the
mask using a mask on the learning image and calculates a
mean value. Figure 5 shows subsampling.

After convolution and subsampling are repeated, the fea-
tures are extracted and connected to a fully connected net-
work, which has the equivalent structure as the multilayer
perceptron, to generate and output a vector having the equiv-
alent dimension as the number of outputs. In the extracting
features, the sigmoid function of the active function is used.
As the input value of the function increases or decreases, the
problem of the gradient disappear occurs. However, the

problem can be solved by using ReLU (rectified linear unit).
Equation 8 is a formula for ReLU. When x is less than 0 for
input value x, 0 is output as the output value. If x is greater than
or equal to 0, x is used as the output value.

f xð Þ ¼ 0 for x < 0
x for x≥0

�
ð8Þ

Finally, a full connection is made and the output value is
finally classified using softmax.

softmaxN xð Þ ¼ exn

∑N
k¼1exk

; n∈ 1; 2; 3;……;Nf g
ð9Þ

3.2 Optical flow

Optical flow is a motion vector calculated based on the
intensity variation of two adjacent images f(y, x, t − 1) and
f(y, x, t) in a continuous image. The KLT (Kanade Lucas
Tomashi) feature tracking algorithm uses optical gradient

Fig. 4 Convolution operation

Fig. 3 CNN (convolution neural network) basic structure
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detection technique to select and track feature points that
can be tracked using the slope characteristic of the image
intensity of the N × N image block based on the center
point of the characteristic region within one frame [34,
35]. The optical detection method is a method of detecting
motion by finding a set of characteristic optical vectors in
two consecutive frames as one of the area-based detection

methods. Optical flow means the moving distance and the
directionality of the pixel with the same brightness pattern
in the continuous frame. After acquiring optical flow for
the whole image, the optical flow vector of the moving
pixels is collected and detected as the moving object.
KLT uses these optical flows to track features as follows.
KLT assumes that the features of the object to be traced in

Fig. 5 Maximum value of subsampling example

Fig. 6 Data video no. 1
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the continuous image are minimized. So, we have a space
position and a time as a variable in the first input. In Eq.
10, we have location information for x, y, and time variable
t as a basis as follows:

f y; x; t þ rð Þ ¼ I
�
x−δ x; y; rð Þ; y−η x; y; t; rð Þ ð10Þ

In the above equation, x, y, t have displacement delta and
mu when an arbitrary time r has passed. Here, delta and mu
must determine the amount of movement. First, when mu is
the current image x and d is the motion vector, delta has the
Eq. 11 as follows:

δ ¼ Dx þ d ð11Þ
where D is the role of determining the feature points with the
gradient matrix and has the form 2.18 as follows:

D ¼ dxx dxy
dyx dyy

����
���� ð12Þ

Then, the sum of the current position x and the motion
vector d is set to J, and the current position is I, as shown in
Eq. 13.

J Axþ dð Þ ¼ I xð Þ ð13Þ

Also, the error of the features of the KLT tracker is denoted
by e, and the feature point due to the error of the generated
features is removed, and the motion vector is averaged as
follows:

e ¼ ∬W J Axþ dð Þ−I xð Þ½ �20w xð Þdx ð14Þ

where W denotes the size of the object to detect the
feature point, w denotes the weight of the motion vector
as a function using the normal distribution, and is used
here to filter the noise. The problem arising from the
difference between the images J and I can be linearized
to Eq. 14 as follows:

T ¼ ∬W
U V

Vyx
T Z

����
����wdx ð15Þ

U, Vt, and Z in Eq. 15 are expressed by Eqs. 16, 17, and 18,
respectively.

U ¼
x2g2x x2gxgy
x2gxgy x2g2y

xyg2x xygxgy
xygxgy xygx

xygx xygxgy
x2ygxgy xyg2y

y2g2x y2gxgy
x2gxgy y2g2x

���������

���������
ð16Þ

Fig. 7 Results for a proposed algorithm of data video no. 1
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VT ¼ xg2x xgxgy yg2x ygxgy
xgxgy xg2y tgxgy tg2y

" #
ð17Þ Z ¼ g2x gxgy

gxgy g2x

" #
ð18Þ

Fig. 8 Data video no. 2

Fig. 9 Results for a proposed algorithm of data video no. 2
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4 Experimental result

The proposed algorithm was tested using Python onWindows
10. In addition, datasets were detected and tested using
OpenCV library. In the experiment, we evaluate the impor-
tance of maximum margin learning for CNN and compare
objects with tracking techniques in different ways. In this pa-
per, we experimented on the proposed CNN tracker based on
knowledge for various real-time moving images.

The experiments were designed to evaluate the robustness
and performance of several components of the algorithm un-
der different circumstances. The image data used in the exper-
iments consisted of images of various environments. In this
paper, performance evaluation is performed based on two
items of object tracking accuracy and processing time. The
criteria for accuracy and processing time are as follows.
Accuracy indicates whether the result of object tracking con-
tains actual objects. The processing time represents the total
time from the start to the end of the object tracking algorithm.
These two items were measured by CAMShift and optical
flow and compared with the proposed method. The evaluation
of the detection rate and accuracy used in this paper measured
tracking success and tracking failure. The criteria for tracking
success and tracking failure are as follows.

As a general evaluation criterion, the tracking success was
determined by considering the size of the object rather than the
accuracy of evaluating only the position of the object. The
result of the proposed tracking success is that the overlap ratio
threshold of the ground truth and the tracking result is 0.5 in
order to evaluate the success of the tracking. In addition, the
tracking success rate was evaluated as the difference between
the center coordinates of the ground truth and the center co-
ordinates of the tracking results as 25. Figures 6 and 7 show
the results of detecting and tracking multiple objects using the
image data and the proposed method.

Experimental results of multiple object tracking of the pro-
posed algorithm show the number of tracking success frames,
the number of tracking fail frames, the total number of frames
and the accuracy, and the total processing time (Figs. 8 and 9).
Table 1 shows the comparison between the proposed method
and the conventional method.

Experimental results represent that the proposed method
has higher accuracy than conventional algorithms. The results

represent that the rate of tracking success increases from 125
frames to 177 frames on average. On the other hand, the ex-
ecution time is somewhat slowed from 4.72 to 4.97 s.
However, there is no momentous difference in performance.
As a result, the performance of the proposed method is some-
what delayed, but the accuracy of the proposed method is
greatly improved.

5 Conclusions

Recently, video surveillance and security monitoring system
technology has been rapidly developed to monitor various
situations and respond quickly, and related researches are ac-
tively being carried out. We propose a system for analyzing
images with a knowledge-based machine learning technology
for a multi-object recognition and tracking enhancement.
Algorithms for recognizing objects using existing CNN clas-
sifiers have a problem that it is difficult to process in real time
because the processing time is increased when there are many
objects to be classified in the image. Therefore, we propose an
algorithm that combines optical flow while maintaining the
recognition performance through existing the CNN. The opti-
cal flow-based tracker is used to forecast the position based on
the position of the next frame. The CNN-based detector can
detect the position of objects through the knowledge-based
mining method between the two images. CNN-based detec-
tors also carry out mining method on current frame informa-
tion. The detector can select more capacity features based on
the background to more accurately forecast the location of the
tracked targets and targets. The fusion of the tracker and de-
tector compensates for accumulated errors that can occur in
the tracker and for drift from the detector. Future research
needs to study the surveillance system that can quickly detect
multiple objects and predict motion using the proposed
method.
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