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Problem of Linear Regression

Least squares fit useless
This fit would classify 
much better.  But not a 
least squares fit.



Problem of Linear Regression

Least squares fit useless
This fit would classify 
much better.  But not a 
least squares fit.SOLUTION:

Instead of Out(x) = wTx+b
We will use   Out(x) = g(wTx+b)

where is a squashing function



The Sigmoid function

a is a coefficient to adjust the slope
b is to adjust the position of the center



Cost Function



Least Square-based Cost function 
 

Convex function!





Least Square-based Cost function
 

non-Convex function!





New Cost/Loss Function



New Cost/Loss Function

When y is 1 When y is 0



Convex function!





Gradient Descent Algorithm
to optimize w and b



1-Dimension
● We can solve it using GD. 

● The derivative functions in step 3 and 4 are



Multi-Dimension
● When the feature space is high dimension x ∈ Rm, the 

regression function becomes:

x = [1,x1,x2,··· ,xm], w = [w0,w1,··· ,wm+1] are the coefficients. 

● The Log-likelihood function/Loss function is still 



Multi-Dimension

● The derivative function in step 4 is 



Logistic regression 1D



Logistic regression MD



Logistic regression MD
(matrix)



Lab 13

● Implement a logistic regression with Iris data.
● Step 1: Use only first 100 samples (only two classes) to make it binary 

class data.

● Step 2: Use hold-out method.

○ Shuffle the 100 samples and select the first 10 samples for test.

● Step 3: Repeat step 2 for 100 times, then calculate accuracy on average.


