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MNIST data (Classification)



MNIST data

● 60,000 train sample

● 10,000 test sample. 

● 28 x 28 pixels (784 features)

● http://yann.lecun.com/exdb/mnist/
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Linear Regression

Numerous factors contribute to the fluctuation of house prices, including the year of 
construction, location, and number of rooms. By leveraging relevant information 
associated with these factors, it becomes feasible to forecast house prices.

Let us denote the information that influences house prices as "x" and the corresponding 
house price as "y." In this context, "x" represents the independent variable, while "y," being 
contingent on the value of "x," is referred to as the dependent variable.



Linear Regression

Linear regression entails the prediction of the dependent variable using the independent variable. 
In cases where a single independent variable, denoted as "x," fails to provide a comprehensive 
explanation alone, multiple independent variables such as "x1," "x2," and "x3" can be employed.

The relationship between the independent variable and the dependent variable can be expressed 
through a linear function:

y = ax + b

In this equation, "x" signifies the independent variable, while "y" represents the dependent 
variable. Consequently, the value of "y" varies depending on the value of "x." However, to achieve 
precise calculations, it is necessary to ascertain the values of "a" and "b."



Linear Regression

● With the knowledge of "a" and "b," we can reliably determine the value of "y" given "x." The 
formula mentioned above, recognized as the linear formula, is the foundation of linear 
regression.

● Linear regression finds extensive practical applications, primarily falling into two broad 
categories:
a. Prediction and Forecasting
b. Explanation of Variation in the Response Variable



Prediction and Forecasting

Linear regression enables the fitting of a predictive model to an observed dataset 
comprising values of both the response and explanatory variables. 

Once such a model is developed, it can be employed to make predictions for the 
response variable when additional values of the explanatory variables are 
available, even without accompanying response values. 

This application is particularly useful for prediction and forecasting.



Explanation of Variation in the Response Variable

Linear regression analysis can be applied to elucidate the extent to which 
variation in the response variable can be attributed to fluctuations in the 
explanatory variables. 

It quantifies the strength of the relationship between the response and 
explanatory variables. Furthermore, linear regression helps identify if certain 
explanatory variables lack a linear relationship with the response altogether or 
determine which subsets of explanatory variables contain redundant information 
about the response. 

This application aims to provide insights into the factors driving variation in the 
response variable.



Example: Predict your exam score

First, let's look at an example of a simple linear regression with only one 
independent variable.
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Example: Predict your exam score

Of the many factors that determine your score, consider only the time you study.

 Study hours Score

2 hours 81

4 hours 93

6 hours 91

8 hours 97



Example: Predict your exam score

Study hours

Exam score



Example: Predict your exam score

We need a model to represent this phenomena/event/data. Intuitively, we can 
observe that the data seems to be linear with the left side down and the right 
side up. Therefore, a linear function will be the best model to represent the data.



Example: Predict your exam score

However, we are not sure which one has the best fit to the data yet.



Example: Predict your exam score

Linear Function:
y = ax + b
y represents the score.
x represents the study time.
a: The slope of the linear function.
b: The y-intercept of the linear function.

The values of "a" and "b" play a crucial role in determining the quality of our model's fit to the data. They dictate 
the relationship between the study time ("x") and the resulting score ("y"). The slope ("a") indicates the rate of 
change in the score for each unit increase in study time. The y-intercept ("b") represents the score value when 
the study time is zero.

Essentially, by adjusting the values of "a" and "b" in the linear function, we can optimize our model's ability to 
capture the relationship between study time and scores, thereby enhancing its predictive capabilities.







How to choose the best/optimal a and b

Line Evaluation and Error Minimization:

When drawing a line, it is essential to assess its accuracy. This evaluation 
involves determining the error associated with the line. To achieve this, we utilize 
the Mean Squared Error (MSE) method. By employing MSE, we iteratively refine 
the lines to minimize the error.

The algorithm's objective is to continuously search for lines that exhibit smaller 
errors (MSE), enabling the creation of increasingly precise models.
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MSE

Linear model = y = H(x) = ax + b

Square Error = e2 = (e1)
2 + (e2)

2 + (e3)
2 + (e4)

2

e2 = (H(x1)-y1)
2 + (H(x2)-y2)

2 + (H(x3)-y3)
2 + (H(x4)-y4)

2

e2 = ( H(x) – y )2

MSE = e2 / 4





Lab 42

Estimate a MSE of the linear model 
(arbitrary a = 1.5  and b = 5.0) for 
the given example data below. Upload 
.py or .ipynb file (source code) and 
captured output image file.

x y

2.2 6.14

1.3 4.72

4.2 11.17

5.8 14.23

3.4 9.55

8.7 22.49



Next

How to find best (optimal) a and b?

We are going to talk about an algorithm to find the optimal a and b next time.


