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This Computer Handout 11 will cover an example on how to forecast a model with trend, seasonal 

component, and cyclical component. 

The variable we will use is monthly U.S. liquor sales from January 1968 until December 1993. For the 

sample: 

 smpl 1967m1 1993m12 

The time series graph of the data is: 

 

Because the variance seems to be larger for larger values of sales, we will work with the variable in logs: 

 smpl 1967m1 1998m12 

 genr logliquor = log(liquor)  

The time series graph of logliquor is: 



 

The series shows a strong seasonal component with sales being higher in December. As a first step, let's 

estimate the model with a quadratic trend: 

 smpl 1968m1 1993m12 

 ls logliquor c @trend @trend^2 

 

with the following in-sample forecast, forecast errors: 



 

The seasonal component (and any potential cyclical component) is still in the error term. Let's look at 

the autocorrelation and the partial autocorrelation function for various values of the displacement: 

 



Notice the seasonal displacements at 12 and 24 and some evidence of cyclical dynamics. If we estimate 

the model with the monthly dummies we have: 

 

The graph with the in-sample forecasting errors is: 

 

and the correlogram: 



 

The seasonality disappeared, but there is still a strong cyclical component. With an AR(3) model for the 

cycle we have: 



 

 

 



 

 

To obtain the forecast we need first to modify the sample, this is to be able to include the forecasted 

values: 

 smpl 1968m1 1994m12 

1) The dynamic forecast: 

 



    

2) The static forecast: 

  

The difference between the dynamic and the static forecast is that the dynamic forecast uses previously 

forecasted values of the lagged dependent variables in forming forecasts of the current value. The static 

forecast calculates the sequence of one-step ahead forecasts, using actual, rather than forecasted values 

for lagged dependent variables, if available. 

A step-by-step approach to obtain the static forecast is: 

 smpl 1966:1 1993:12 

 genr lhistory=logliquor 

 smpl 1994:1 1998:12 



 forecast yhat se 

 genr lfcst=yhat 

 genr fcst=@exp(yhat) 

 genr upper = yhat + 1.96*se 

 genr lower = yhat - 1.96*se 

 smpl 1992:1 1994:12 

 group group01 lhistory lfcst upper lower 

 

 group group02 logliquor lfcst upper lower 



 

For the details in some of the steps, please refer to the previous Computer Handout. 

Recursive Estimation Procedures 

Recursive estimation procedures can only be estimated when the model was estimated by ordinary least 

squares. Usual estimation of ARMA models use nonlinear least squares procedures that are not 

compatible with recursive estimation procedures. 

To be able to work with our model, estimate it again, but use the lag operators rather than the AR(1) 

notation, that is: 

ls logliquor @trend @trend^2 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 logliquor(-1) logliquor(-2) 

logliquor(-3) 

Go to "View," then "Stability Tests," and finally "Recursive Estimates." 

 

You will obtain the following menu: 



 

The options we discussed in class are (1) Recursive residuals, (2) CUSUM test, and (3) Recursive 

coefficients.  

(1) Recursive residuals: (Figure 10.17) 

 

(2) CUSUM test: (Figure 10.19) 



 

(3) Recursive coefficients: (Figure 10.18) 

 

  



Gretl 

Using the drop-down menus go to “add” and create a “Time trend” and a squared time trend. To 

estimate the model via OLS, just go to “Model” then “Ordinary Least Squared.” To create the AR(3) part 

go to the end of the window and click on the “lags” icon. A new window will open and at the bottom 

part you will be asked if you want to include lags of the dependent variable. Accept and select 3 lags. 

You will be getting the following model: 

 

 

I was not able to find the recursive residuals and the parameter stability graphs, but I did find the 

CUSUM test. From the model you just estimated, go to “Tests” and then “CUSUM test” to obtain: 



 

 


