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On the tangent bundle TSN−1 of the unit sphere SN−1, this paper reduces the coupled Burgers equations to

two Neumann systems by using the nonlinearization of the Lax pair, whose Liouville integrability is displayed in the

scheme of the r-matrix technique. Based on the Lax matrix of the Neumann systems, the Abel–Jacobi coordinates

are appropriately chosen to straighten out the restricted Neumann flows on the complex torus, from which the new

finite-gap solutions expressed by Riemann theta functions for the coupled Burgers equations are given in view of the

Jacobi inversion.
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1. Introduction

The finite dimensional integrable systems (FDISs)

are a class of remarkable nonlinear dynamical systems

in the realm of mathematical physics; and a series of

important examples have arisen in the development

of classical mechanics, such as the Kovakevski top,

the geodesic flow, the constrained harmonic oscilla-

tor and so on.[1−5] After the Moser’s work[6] and the

Flaschka’s statement that FDISs could be generated

by constraining infinite dimensional integrable sys-

tems on finite dimensional invariant submanifolds,[7]

many new FDISs were found through a certain con-

straint between spectral potentials and eigenfunctions

by the nonlinearization technique.[8,9] Interestingly,

those resultant FDISs not only enrich the theory of in-

tegrable systems itself, but also pave an effective way

to solve soliton equations.

The finite-gap solution is a kind of exact so-

lution of integrable nonlinear evolution equations

(NLEEs) and is very interesting since it can also

be reduced to the multi-soliton solution and the el-

liptic function solution. Recently the finite dimen-

sional integrable Hamiltonian systems have been al-

ready used to obtain finite-gap solutions of integrable

NLEEs in both (1+1)- and (2+1)-dimensions under

the Bargmann constraint through employing a Lax

matrix, Abel–Jacobi coordinates and the theory of al-

gebraic curves.[10−16] Now a natural question arises

whether the Neumann systems (i.e. FDISs with an

inherent geometric condition) could be used to obtain

exact solutions of integrable NLEEs. In 1983 Moser

studied the relation between the FDIS and the Dirac–

Poisson bracket under the Neumann constraint.[6]

Later on, Sklyanin gave a scheme to seek the sep-

aration of variables from the r-matrix structure.[17]

A general r-matrix approach to deal with both Neu-

mann (type) and Bargmann (type) systems was pro-

posed by Qiao and Zhou.[11,13,18−21] As a practical

application for Neumann type systems, the Camassa–

Holm equation was the first example shown to deduce

algebro-geometric (or finite-gap) solutions on a sym-

plectic submanifold by Qiao[21] in view of the Neu-

mann constraint.

In the present paper, we want to combine the non-

linearization theory[8,9] with the procedure for Neu-

mann type systems shown in the paper[21] to derive

new finite-gap solutions of the coupled Burgers equa-

tions (CBEs)

ut = uxx + 2uux + 2vx,

vt = −vxx + 2uxv + 2uvx. (1)

∗Project supported by the Scientific Foundation of the Southeast University of China (Grant No. KJ2009359), the National Natural

Science Foundation of China (Grant No. 10871182) and the U. S. Army Research Office (contract/grant number W911NF-08-1-

0511) and Texas grant NHARP 2010.
†Corresponding author. E-mail: cjb@seu.edu.cn

c⃝ 2010 Chinese Physical Society and IOP Publishing Ltd
http://www.iop.org/journals/cpb　http://cpb.iphy.ac.cn

090403-1



Chin. Phys. B Vol. 19, No. 9 (2010) 090403

This system is able, with the deformation condition

v = 0, to be reduced to the well-known Burgers equa-

tion

ut = uxx + 2uux, (2)

which describes wave processes in acoustics and hy-

drodynamics. Actually, this paper is a continuation

of the work of Ref. [22]. Compared with the FDISs

found from the Lax representations of an integrable

hierarchy,[22] here we more emphasize the approach

to obtain the finite-gap solutions of the CBEs by us-

ing the Neumann systems on TSN−1. For this pur-

pose, we give a new integrable decomposition of the

Neumann systems associated with the CBEs and dis-

cuss how to handle the Neumann systems based on

the r-matrix structure and the theory of algebraic

curves for finite dimensional integrable Hamiltonian

systems.[10−16] First of all, under the Neumann con-

straint, the CBEs are conditionally reduced to a pair

of Neumann systems, whose involutive solutions give

the special solutions of the CBEs. To prove the Li-

ouville integrability of the Neumann systems in the

framework of r-matrix theory, we create their Lax

matrix and r-matrix formulation under the Dirac–

Poisson bracket on TSN−1, which corresponds the

Neumann constraint, instead of the standard Poisson

bracket. Secondly, the Lax matrix is used to select two

sets of elliptic coordinates, and the special solutions

of the CBEs are expressed as symmetric functions

with respect to these elliptic coordinates. A Riemann

surface of hyperelliptic curve and Abel–Jacobi coor-

dinates are employed to linearize the restricted Neu-

mann flows so that they can be integrated by quadra-

tures and then the explicit solutions of the CBEs are

given under the Abel–Jacobi coordinates. Finally, the

Jacobi inversion problem is investigated to generate

new finite-gap solutions of the CBEs in terms of Rie-

mann theta functions.

2. Integrable reduction of the

coupled Burgers equations

In this section, we decompose the CBEs into two

Neumann systems, and then prove their Liouville in-

tegrability in the framework of r-matrix theory. We

begin with the spectral problem[22,23]

φx = Uφ,

U =

−1

2
λ+

1

2
u −v

1
1

2
λ− 1

2
u

 ,

φ =

 φ1

φ2

 , (3)

where λ is a spectral parameter, and u and v are two

spectral potentials. To derive an integrable hierarchy

associated with Eq. (3), we compute the Lenard se-

quence {gj} (−1 ≤ j ∈ Z) by

Kgj−1 = Jgj , Jg−1 = 0, j ≥ 0, (4)

where

K =

 2∂ ∂2 + ∂u

−∂2 + u∂ v∂ + ∂v

 ,

J =

 0 ∂

∂ 0

 , ∂ = ∂/∂x. (5)

Let us take g−1 = (0, 1)T and g−2 = (1/2, 0)T as

two special kernel elements from the kernel of the

Lenard operator J . Then, it is easy to see that

kerJ = {ϱ1g−1 + ϱ2g−2|∀ϱ1, ϱ2 ∈ R}, and each gj

can be determined by the recursion formula Eq. (4),

for example

g0 =

 v

u

 , g1 =

 −vx + 2uv

ux + u2 + 2v

 .

Assume that the time dependence of φ for the spectral

problem Eq. (3) obeys the differential equation

φtn = V (n)φ, V (n) =

 V
(n)
11 V

(n)
12

V
(n)
21 −V

(n)
11

 , n ≥ 0, (6)

where

V
(n)
11 =

1

2
(∂g(2) − (λ− u)g(2)),

V
(n)
12 = ∂g(1) − vg(2),

V
(n)
21 = g(2), g = (g(1), g(2))T =

n∑
j=0

gj−2λ
n−j .

Then the compatibility condition of Eqs. (3) and (6)

yields the zero curvature equation Utn−Vx+[U ,V ] =

0, which leads to the following integrable hierarchy:

(u, v)Ttn = Jgn−1, n ≥ 1. (7)

Apparently, the first nontrivial member (t = t2) of

the integrable hierarchy Eq. (7) is the CBEs Eq. (1)

admitting the Lax pair Eq. (3) and
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φt = V (2)φ,V (2) =

−1

2
λ2 +

1

2
ux +

1

2
u2 −λv + vx − uv

λ+ u
1

2
λ2 − 1

2
ux − 1

2
u2

 . (8)

Let λ1, λ2, . . . , λN be N distinct eigenvalues, and φ = (pj , qj)
T be the eigenfunction corresponding to λj .

Then from the spectral problem Eq. (3), we have

 pj

qj


x

=

−1

2
λj +

1

2
u −v

1
1

2
λj − 1

2u


 pj

qj

 , 1 ≤ j ≤ N. (9)

The functional gradient of the eigenvalue λj with respect to the spectral potentials u and v is given by[22]

∇λj =

 δλj

δu
δλj

δv

 =

Tr

(
Ξ

∂U

∂u

)
Tr

(
Ξ

∂U

∂v

)
 =

−pjqj

q2j

 , Ξ =

−pjqj p2j

−q2j pjqj

 , (10)

where Tr means the trace of a matrix. Consider the

Neumann constraint[9,22]

g−1 =
N∑
j=1

∇λj , i.e. ⟨p, q⟩ = 0, ⟨q, q⟩ = 1, (11)

where p = (p1, . . . , pN )T, q = (q1, . . . , qN )T, and ⟨·, ·⟩
stands for the standard inner product in RN . Differ-

entiating both sides of Eq. (11) with respect to x and

using Eq. (9) we obtain

u = ⟨Λq, q⟩, v = ⟨p,p⟩, (12)

where Λ = diag(λ1, . . . , λN ). Substituting Eq. (12)

into Eq. (9) gives the known Neumann system,[22]

px = −1

2
Λp+

1

2
⟨Λq, q⟩p− ⟨p,p⟩q,

qx = p+
1

2
Λq − 1

2
⟨Λq, q⟩q,

⟨p, q⟩ = 0, ⟨q, q⟩ = 1. (13)

Remark 1 Equations (13)1 and (13)2 can be re-

garded as a canonical Hamiltonian flow on the tangent

bundle TSN−1 defined by equation (13)3 (see Eq. (21)

below). Namely, in vector fields of R2N with coordi-

nates (p, q), the flow is locally tangent to TSN−1.

Simultaneously, Eq. (8) (the time part of the Lax

pair) provides the second new Neumann system

pt = −1

2
Λ2p+ ⟨Λp, q⟩p+

1

2
⟨Λ2q, q⟩p− ⟨p,p⟩Λq

− ⟨Λp,p⟩q,

qt = Λp+ ⟨Λq, q⟩p+
1

2
Λ2q

− ⟨Λp, q⟩q − 1

2
⟨Λ2q, q⟩q,

⟨p, q⟩ = 0, ⟨q, q⟩ = 1, (14)

which can also be interpreted as a vector field tangent

to TSN−1. And a direct computation shows that the

following proposition is true.

Proposition 1 Let (p(x, t), q(x, t))T be a com-

patible solution of the Neumann systems (13) and

(14). Then

u(x, t) = ⟨Λq, q⟩, v(x, t) = ⟨p,p⟩ (15)

are special solutions of the CBEs Eq. (1).

In what follows, we discuss the Liouville inte-

grability of the Neumann systems in the framework

of r-matrix theory, instead of the Moser constraint

method.[6,22] A known fact is that the Lax matrix

and r-matrix formulation contain almost all the nec-

essary information for FDISs. For instance, the Lax

matrix gives all possible integrals of motion of Neu-

mann systems on TSN−1, and the r-matrix formula-

tion guarantees the involutivity of integrals of motion

(see Refs. [20], [21] and [24] and references therein).

For this reason, a lengthy calculation yields the fol-

lowing Lax equations.

Proposition 2 The Neumann systems (13) and

(14) possess a Lax matrix L(λ) that satisfies the Lax

equations

Lx(λ) = [Ū ,L(λ)], Lt(λ) = [V̄ (2),L(λ)], (16)

where
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L(λ) =

−1

2
0

0
1

2

+
N∑
j=1

1

λ− λj

 pjqj −p2j

q2j −pjqj

 ,

A(λ) B(λ)

C(λ) −A(λ)

 , (17)

Ū =

−1

2
λ+

1

2
⟨Λq, q⟩ −⟨p,p⟩

1
1

2
λ− 1

2
⟨Λq, q⟩

 , (18)

and

V̄ (2) =

−1

2
λ2 + ⟨Λp, q⟩+ 1

2
⟨Λ2q, q⟩ −λ⟨p,p⟩ − ⟨Λp,p⟩

λ+ ⟨Λq, q⟩ 1

2
λ2 − ⟨Λp, q⟩ − 1

2
⟨Λ2q, q⟩

 . (19)

Actually, the Lax matrix Eq. (17) and the auxiliary matrix Eq. (18) were discussed in Ref. [25] to classify

the FDISs. The standard Poisson bracket of two functions f and g in the symplectic space (R2N , dp ∧ dq) is

defined by[26]

{f, g} =

N∑
j=1

(
∂f

∂qj

∂g

∂pj
− ∂f

∂pj

∂g

∂qj

)
=

⟨
∂f

∂q
,
∂g

∂p

⟩
−
⟨
∂f

∂p
,
∂g

∂q

⟩
.

Noticing that the current Neumann systems (13) and (14) possess the same constraints

F , ⟨p, q⟩ = 0, G , ⟨q, q⟩ − 1 = 0, (20)

we introduce the Dirac–Poisson bracket

{f, g}D = {f, g}+ 1

{F,G}
({f, F}{G, g} − {f,G}{F, g}),

on the tangent bundle

TSN−1 = {(p, q) ∈ R2N |F = 0, G = 0}, (21)

of the (N − 1)-dimensional unit sphere SN−1 = {q ∈ RN , ⟨q, q⟩ = 1}. Under the Dirac–Poisson bracket, the

Neumann systems (13) and (14) can be rewritten in the canonical Hamiltonian form

px = {p,H0}D, qx = {q,H0}D,

and

pt = {p,H1}D, qt = {q,H1}D,

with the Hamiltonians

H0 =
1

2
(⟨Λp, q⟩+ ⟨p,p⟩), (22)

and

H1 =
1

2
(⟨Λ2p, q⟩+ ⟨p,p⟩⟨Λq, q⟩+ ⟨Λp,p⟩). (23)

Through a direct but tedious calculation, we can prove the following lemma.

Lemma 1 The components of the Lax matrix L(λ) satisfy the identities

{A(λ), A(µ)}D = 0,

{B(λ), B(µ)}D = 2(−B(λ)(2A(µ) + 1) +B(µ)(2A(λ) + 1)),

{C(λ), C(µ)}D = 0,

{A(λ), B(µ)}D =
2

µ− λ
(−B(µ) +B(λ))− 2B(µ)C(λ),

{A(λ), C(µ)}D =
2

µ− λ
(−C(λ) + C(µ)) + 2C(λ)C(µ),

{B(λ), C(µ)}D =
4

µ− λ
(−A(µ) +A(λ))− 2C(µ)(2A(λ) + 1).

Let L1(λ) = L(λ)⊗ I, L2(µ) = I ⊗L(µ) and {L1(λ),L2(µ)}jk,mn
D = {L1(λ)

jm
,L2(µ)

kn}D, where I is the

2× 2 unit matrix, ⊗ stands for the tensor product of two matrices, and L1(λ)
jm

and L2(µ)
kn

are the jm entry

of L1(λ) and the kn entry of L2(µ), respectively. By Lemma 1, we can readily derive the dynamical r-matrix

formula of the Neumann systems (13) and (14).
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Proposition3 The Lax matrix L(λ) satisfies the

following fundamental Dirac–Poisson bracket with a

dynamical r-matrix structure

{L1(λ),L2(µ)}D = [r12,L1(λ)]− [r21,L2(µ)], (24)

where

r12 = − 2

µ− λ
P −Q12 −R12,

r21 = − 2

µ− λ
P −Q21 +R21, (25)

with

P =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 ,

Q12 =


0 1 0 0

0 0 0 0

0 0 0 −1

0 0 0 0

 ,

Q21 =


0 0 −1 0

0 0 0 1

0 0 0 0

0 0 0 0

 ,

and

R12 =


0 0 0 B(µ)

0 0 −C(µ) 0

0 0 C(µ) −2A(µ)

0 0 0 −C(µ)

 ,

R21 =


0 0 0 B(λ)

0 C(λ) 0 −2A(λ)

0 −C(λ) 0 0

0 0 0 −C(λ)

 .

Based on the Lax matrix L(λ), one can easily ob-

tain the integrals of motion that guarantee the Liou-

ville integrability of Neumann systems (13) and (14).

Let us calculate

detL(λ) = −1

2
trL2(λ) = −1

4
+

N∑
k=1

Ek

λ− λk
, (26)

where

Ek = pkqk +
N∑

j=1,j ̸=k

(pkqj − pjqk)
2

λk − λj
, 1 ≤ k ≤ N.

From Eqs. (24) and (20), by direct calculations we

obtain[20,21]

{Ek, El}D = 0, k, l = 1, 2, . . . , N.

Furthermore, E1, E2, . . . , EN are functionally inde-

pendent in a dense open subset on TSN−1. In fact,

by Ref. [26], we just need to prove the linear indepen-

dence of the differentials dE1, dE2, . . . , dEN . Due to∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂E1

∂p1

∂E2

∂p1
· · · ∂EN

∂p1

∂E1

∂p2

∂E2

∂p2
· · · ∂EN

∂p2
· · · · · · · · · · · ·
∂E1

∂pN

∂E2

∂pN
· · · ∂EN

∂pN

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
pi=0,qi ̸=0

=

∣∣∣∣∣∣∣∣∣∣∣

q1 0 0 · · · 0

0 q2 0 · · · 0

· · · · · · · · · · · · · · ·
0 0 0 · · · qN

∣∣∣∣∣∣∣∣∣∣∣
=

N∏
i=1

qi ̸= 0,

E1, E2, . . . , EN are functionally independent of a

dense open subset on TSN−1.[27] Therefore, the Neu-

mann systems (constrained Hamiltonian systems on

TSN−1) (TSN−1, {, }D, Fj) with Fj =
∑N

k=1 λ
j
kEk are

completely integrable in the Liouville sense. Noticing

that H0 = F1/2 and H1 = F2/2, we have a crucial

theorem as follows.

Theorem 1 The Neumann systems (13) and (14)

are completely integrable in the Liouville sense.

Remark 2 The involutivity ofH0 andH1 implies

that the Neumann systems (13) and (14) are compat-

ible and their constrained Hamiltonian phase flows in

the sense of Dirac–Poisson bracket commute. There-

fore, their commonly compatible solution is called the

involutive solution of the two consistent Neumann sys-

tems (13) and (14).[22,26]

3. Straightening out of the re-

stricted Neumann flows

To straighten out the restricted Neumann flows

reduced from the CBEs, we introduce two sets of ellip-

tic coordinates µ1, µ2, . . . , µN−1 and ν1, ν2, . . . , νN−1

through equations

B(λ) = −
N∑
j=1

p2j
λ− λj

= −⟨p,p⟩m(λ)

a(λ)
,
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C(λ) =
N∑
j=1

q2j
λ− λj

= ⟨q, q⟩n(λ)
a(λ)

, (27)

where

a(λ) =
N∏

k=1

(λ− λk),

m(λ) =
N−1∏
k=1

(λ− µk),

n(λ) =
N−1∏
k=1

(λ− νk). (28)

By employing Eqs. (11), (27) and (28), one can easily

calculate

⟨Λp,p⟩
⟨p,p⟩

=
N∑
j=1

λj −
N−1∑
j=1

µj , σ − σ1,

⟨Λq, q⟩ =
N∑
j=1

λj −
N−1∑
j=1

νj , σ − σ2. (29)

Based on equations Eqs. (11) and (29), (µ1, µ2, . . . ,

µN−1, ν1, ν2, . . . , νN−1) may be viewed as a set of

canonical coordinates of the tangent bundle TSN−1,

and (ν1, ν2, . . . , νN−1) is a set of elliptic coordinates of

the N − 1 dimensional sphere ⟨q, q⟩ = 1. Meanwhile,

from Eqs. (12) and (19) a direct calculation gives

u = σ − σ2, ∂ ln v = σ1 − σ2, (30)

V̄
(2)
12 = −v(λ+ σ − σ1),

V̄
(2)
21 = λ+ σ − σ2. (31)

By Eqs. (15) and (24), detL(λ) can be written as

detL(λ) = −A(λ)2 −B(λ)C(λ) = − b(λ)

4a(λ)

= − R(λ)

4a2(λ)
, (32)

where

b(λ) =

N∏
k=1

(λ− λN+k),

R(λ) = a(λ)b(λ) =

2N∏
k=1

(λ− λk).

The combination of Eqs. (27) and (32) results in

A(µk) =

√
R(µk)

2a(µk)
, A(νk) =

√
R(νk)

2a(νk)
,

1 ≤ k ≤ N − 1. (33)

By the first equation in Eq. (27), a simple calculation

leads to

dB(λ)

dx

∣∣∣∣
µk

= ⟨p,p⟩

N−1∏
i=1,i ̸=k

(µk − µi)

a(µk)

dµk

dx
.

Therefore by the first equation in Eq. (16), the

evolution of the elliptic coordinate µk with respect to

x is

dµk

dx
=

√
R(µk)

N−1∏
i=1,i̸=k

(µk − µi)

, 1 ≤ k ≤ N − 1. (34)

Similarly, we can arrive at

dνk
dx

= −
√
R(νk)

N−1∏
i=1,i ̸=k

(νk − νi)

, 1 ≤ k ≤ N − 1, (35)

and the evolutions of µk and νk with respect to the

time variable t are

dµk

dt
=

(µk − σ1 + σ)
√

R(µk)
N−1∏

i=1,i̸=k

(µk − µi)

,

dνk
dt

=
(−νk + σ2 − σ)

√
R(νk)

N−1∏
i=1,i ̸=k

(νk − νi)

,

1 ≤ k ≤ N − 1. (36)

These formulae naturally bring us to think about

the Riemann surface Γ of the hyperelliptic curve given

by the affine equation ξ2 = R(λ), whose genus is

N − 1. For the same value of λ, there exist two points

(λ,
√

R(λ)) and (λ,−
√
R(λ)) on the upper and lower

sheets of Γ . However, two infinity points are not the

branch points because of degR(λ) = 2N . Under an al-

ternative local coordinate z = λ−1, they are regarded

as ∞1 = (0, 1) and ∞2 = (0,−1) respectively. Let

a1, a2, . . . , aN−1, b1, b2, . . . , bN−1 be a set of regular

cycle paths on Γ , which are independent if they have

the intersection numbers:

ai ◦ aj = bi ◦ bj = 0, ai ◦ bj = δij ,

i, j = 1, 2, . . . , N − 1.

It is known that

ω̃l =
λl−1dλ√

R(λ)
, 1 ≤ l ≤ N − 1,

are N − 1 linearly independent holomorphic differen-

tials of Γ . Let

Aij =

∫
aj

ω̃i, C = (Aij)
−1, 1 ≤ i, j ≤ N − 1. (37)
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Then, ω̃l can be normalized into a new basis

ωj =

N−1∑
l=1

Cjlω̃l,

with the properties∫
ai

ωj =
N−1∑
l=1

Cjl

∫
ai

ω̃l =
N−1∑
l=1

CjlAli = δji,

and

Bij =

∫
bj

ωi, 1 ≤ i, j ≤ N − 1,

where the matrix B = (Bij)(N−1)×(N−1) is symmetric

with the positively definite imaginary part, and it is

further used to construct the Riemann theta function

on the Riemann surface Γ . The Abel–Jacobi coordi-

nates are given by

ρ
(1)
j (x, t) =

N−1∑
k=1

∫ µk(x,t)

p̃0

ωj =
N−1∑
k=1

N−1∑
l=1

Cjl

∫ µk

p̃0

λl−1dλ√
R(λ)

,

ρ
(2)
j (x, t) =

N−1∑
k=1

∫ νk(x,t)

p̃0

ωj =
N−1∑
k=1

N−1∑
l=1

Cjl

∫ νk

p̃0

λl−1dλ√
R(λ)

,

1 ≤ j ≤ N − 1, (38)

where p̃0 is a fixed point on Γ . It is not difficult for one to calculate from the first equation in Eq. (38) that

∂xρ
(1)
j =

N−1∑
l=1

N−1∑
k=1

Cjl
µl−1
k µk,x√
R(µk)

=

N−1∑
l=1

N−1∑
k=1

Cjl
µl−1
k

N−1∏
i=1,i̸=k

(µk − µi)

. (39)

On the other hand, we have the algebraic relation

Is =
N−1∑
k=1

µs
k

N−1∏
i=1,i̸=k

(µk − µi)

= δs,N−2, IN−1 = σ1IN−2, 1 ≤ s ≤ N − 2. (40)

So, we obtain

∂xρ
(1)
j = Ω

(0)
j , Ω

(0)
j = CjN−1, 1 ≤ j ≤ N − 1. (41)

A similar procedure applied for Eq. (41) produce

∂tρ
(1)
j = Ω

(1)
j , ∂xρ

(2)
j = −Ω

(0)
j , ∂tρ

(2)
j = −Ω

(1)
j , (42)

where Ω
(1)
j = CjN−2 + σCjN−1. Based on the above results, the special solutions of the CBEs under the

Abel–Jacobi coordinates can be obtained through a linear superposition

ρ
(1)
j = Ω

(0)
j x+Ω

(1)
j t+ γ

(1)
j , ρ

(2)
j = −Ω

(0)
j x−Ω

(1)
j t+ γ

(2)
j , 1 ≤ j ≤ N − 1, (43)

with constants of integration

γ
(1)
j =

N−1∑
k=1

∫ µk(0,0)

p̃0

ωj , γ
(2)
j =

N−1∑
k=1

∫ νk(0,0)

p̃0

ωj .

4. Finite-gap solutions

In Section 3, the special solutions Eq. (43) of the CBEs are given in the Abel–Jacobi coordinates (ρ(1), ρ(2)).

To derive explicit solutions of the CBEs in the original coordinates (u, v), the following steps (ρ(1), ρ(2)) =⇒
(µk, νk) should be completed with the help of the Jacobi inversion.

Let T be the lattice in CN−1 generated by 2(N − 1) periodic vectors {δi,Bj} with components (δij), (Bij)

respectively. The complex torus J(Γ ) = CN−1/T is called the Jacobian of the Riemann surface Γ . The Abel

map A : Div(Γ ) −→ J(Γ ) is defined by A(p̃) =
∫ p̃

p̃0
ω with a natural linear extension to the factor group Div(Γ ):
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A(
∑

nkp̃k) =
∑

nkA(p̃k), where p̃ is an arbitrary point on Γ . As one knows, the Riemann theta function on Γ

is defined by[27]

θ(ζ) =
∑

z∈ZN−1

exp (πi⟨Bz, z⟩+ 2πi⟨ζ, z⟩), ζ ∈ CN−1,

⟨Bz, z⟩ =
N−1∑
i,j=1

Bijzizj , ⟨ζ, z⟩ =
N−1∑
i=1

ziζi,

with the properties

θ(−ζ) = θ(ζ), θ(ζ + δj) = θ(ζ), θ(ζ +Bj) = θ(ζ) exp{−πi(Bjj + 2ζj)}.

Let us consider two special divisors
∑N−1

k=1 p̃
(m)
k (m = 1, 2), where

p̃
(1)
k = (µk(x, t), ζ(µk)), p̃

(2)
k = (νk(x, t), ζ(νk)),

with ζ2(λ) = R(λ). Then, we have

A

(
N−1∑
k=1

p̃
(m)
k

)
=

N−1∑
k=1

A(p̃
(m)
k ) =

N−1∑
k=1

∫ p̃
(m)
k

p̃0

ω = ρ(m),

whose component is ρ
(m)
j =

∑N−1
k=1

∫ p̃
(m)
k

p̃0
ωj . According to the Riemann theorem,[28] there exist constant vectors

(the Riemann constants) M (1),M (2) ∈ CN−1 determined by Γ such that

• f (1)(λ) = θ(A(ζ(λ))− ρ(1) −M (1)) has exactly N − 1 zeros at µ1, . . . , µN−1,

• f (2)(λ) = θ(A(ζ(λ))− ρ(2) −M (2)) has exactly N − 1 zeros at ν1, . . . , νN−1.

To make the function f (m)(λ) (m = 1, 2) single valued, Γ is cut along all ak, bk to form a simply connected

region whose boundary is denoted by γ consisting of 4(N − 1) edges in the order:

a+1 b
+
1 a

−
1 b

−
1 a

+
2 b

+
2 a

−
2 b

−
2 . . . . . . a+N−1b

+
N−1a

−
N−1b

−
N−1,

where symbols +, − denote the orientation. From the residue theorem, we have

N−1∑
j=1

µj = I(Γ )−
2∑

s=1

Res
λ=∞s

λd ln f (1)(λ),
N−1∑
j=1

νj = I(Γ )−
2∑

s=1

Res
λ=∞s

λd ln f (2)(λ), (44)

where

I(Γ ) =
1

2πi

∮
γ

λd ln f (m)(λ) =
N−1∑
j=1

∫
aj

λωj , m = 1, 2,

are two constants independent of ρ(m) (see Refs. [13] and [29] for more details). So, let us calculate residues as

follows:

f (m)(λ)|λ=∞s = f (m)(z−1)|z=0

= θ

(∫ p̃

p̃0

ω − ρ(m) −M (m)

)

= θ

(∫ p̃

∞s

ω − πs − ρ(m) −M (m)

)

= θ

(
. . . ,

∫ p̃

∞s

ωj − πsj − ρ
(m)
j −M

(m)
j , . . .

)

= θ

(
. . . , (−1)s−1

N−1∑
l=1

Cjl

∫ z

0

z−l−1√
R(z−1)

dz − πsj − ρ
(m)
j −M

(m)
j , . . .

)
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= θ

(
. . . , ρ

(m)
j +M

(m)
j + πsj + (−1)s(CjN−1z +

1

2
(CjN−2 + σCjN−1)z

2 + . . . ), . . .

)
= θ(m)

s (ρ(m) +M (m) + πs) + (−1)s+m−1∂xθ
(m)
s z + · · · ,

where we have used the fact that θ is an even function and πsj =
∫ p̃0

∞s
ωj (s,m = 1, 2). Utilizing the expression

of f (m)(z−1) with respect to the local coordinate z, we arrive at

z−1 d ln f (m)(z−1)

dz
=

z−1

θ
(m)
s + (−1)s+m−1∂xθ

(m)
s z + . . .

df (m)(z−1)

dz

=
z−1

θ
(m)
s

(
1− (−1)s+m−1 ∂xθ

(m)
s

θ
(m)
s

z + . . .

)
((−1)s+m−1∂xθ

(m)
s + . . .)

=
(−1)s+m−1∂xθ

(m)
s

θ
(m)
s

z−1 −

(
∂xθ

(m)
s

θ
(m)
s

)2

+ . . . .

Therefore, we have

Res
λ=∞s

λd ln f (m)(λ) = (−1)s+m−1∂x ln θ
(m)
s , (45)

where

θ(1)s = θ(Ω(0)x+Ω(1)t+ Υs), θ(2)s = θ(−Ω(0)x−Ω(1)t+Λs),

with

Υsj = γ
(1)
j +M

(1)
j + πsj , Λsj = γ

(2)
j +M

(2)
j + πsj , 1 ≤ j ≤ N − 1.

It follows from Eqs. (44) and (45) that

N−1∑
l=1

µl = I(Γ ) + ∂x ln
θ
(1)
1

θ
(1)
2

,
N−1∑
l=1

νl = I(Γ ) + ∂x ln
θ
(2)
2

θ
(2)
1

. (46)

On the other hand, we have already specified an explicit relation Eq. (30) between the desired solutions

u, v and the symmetric functions of elliptic coordinates µk, νk (1 ≤ k ≤ N − 1). Substituting Eq. (46) into

Eq. (30) we obtain the new finite-gap solutions of the CBEs Eq. (1),

u = ∂x ln
θ(−Ω(0)x−Ω(1)t+Λ1)

θ(−Ω(0)x−Ω(1)t+Λ2)
− I(Γ ) + σ,

v =
θ(Ω(0)x+Ω(1)t+ Υ1)

θ(Ω(0)x+Ω(1)t+ Υ2)

θ(−Ω(0)x−Ω(1)t+Λ1)

θ(−Ω(0)x−Ω(1)t+Λ2)

θ(Ω(1)t+ Υ2)

θ(Ω(1)t+ Υ1)

θ(−Ω(1)t+Λ2)

θ(−Ω(1)t+Λ1)
v(0, t),

which differs from the ones derived in the paper[30]

in view of finite dimensional integrable Hamiltonian

systems.

5. Conclusions and remarks

In this paper, we obtain the explicit solutions–

finite-gap solutions of the CBEs, which are given in

terms of Riemann theta functions on the tangent bun-

dle TSN−1 of the unit sphere SN−1. This means that

a practical procedure is provided to construct explicit

solutions of integrable NLEEs from the integrable de-

composition under the scheme of Neumann systems.

For some integrable NLEEs, it is very difficult to figure

out the explicit relationship between spectral poten-

tials and elliptical coordinates in light of the integrable

decomposition regarding finite dimensional integrable

Hamiltonian systems. Recently, the algebro-geometric

solutions of the Camassa–Holm equation was given

by using the Neumann type FDIS,[21] where Qiao first

time dealt with the Neumann type FDIS to obtain the

algebro-geometric solutions of the integrable NLEE.

The Neumann systems in this paper are another ex-

ample for solving integrable NLEEs for finite-gap so-

lutions. We hope to do more integrable NLEEs to

obtain algebro-geometric solutions under the scheme

of Neumann (type) systems. For this statement, we

will provide some other examples in the forthcoming

papers.
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